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Interaction of a single state with a known infinite system
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Interaction of a quantum systemSa1 containing a single state|�〉 with a known infinite-

dimensional quantum systemSb∞ containing an eigenvalue band[λa, λb] is considered.
A new approach for the treatment of the combined systemS∞ = Sa1⊕Sb∞ is developed. This
system contains embedded eigenstates|�(ε)〉 with continuous eigenvaluesε ∈ [λa, λb], and,
in addition, it may contain isolated eigenstates|�I 〉 with discrete eigenvaluesεI /∈ [λa, λb].
Exact expressions for the solution of the combined system are derived. In particular, due to
the interaction with the systemSb∞, eigenvalueE of the state|�〉 shifts and, in addition, if
E ∈ [λa, λb] this shifted eigenvalue broadens. Exact expressions for the eigenvalue shift and
for the eigenvalue distribution of the state|�〉 are derived. In the case of the weak coupling
this eigenvalue distribution reduces to the standard resonance curve. Also, exact expressions
for the time evolution of the state|�(t)〉 that is initially prepared in the state|�(0)〉 ≡ |�〉
are obtained. Here again in the case of the weak coupling this time evolution reduces to the
familiar exponential decay. The suggested method is exact and it applies to each coupling of
the systemSa1 with the systemSb∞, however strong. It also presents a relatively good ap-
proximation for the interaction of a nondegenerate eigenstate|�s〉 of an arbitrary systemSa
with an infinite systemSb∞ containing a single eigenvalue band, provided this eigenstate is
relatively well separated from other eigenstates ofSa and provided the interaction between
the systemsSa andSb∞ is not excessively strong.

1. Introduction

The aim of this paper is to initiate the development of a general mathematical
formalism for the treatment of the interaction of a finite quantum systemSaρ with an
infinite quantum systemSb∞. SystemSaρ containsρ discrete eigenvalues and eigenstates,
whileSb∞ is an arbitrary quantum system that, in addition to possible discrete eigenvalues
and eigenstates, may contain one or more eigenvalue bands. We assume that the solution
of the systemSb∞ is known, and we concentrate on the following problem: What is the
solution of a systemSaρ subject to the interaction with the systemSb∞?

There are numerous problems in physics and chemistry of this type. For example,
consider the interaction of an atom or a molecule with the electromagnetic field. This
atom or molecule can be approximated with a systemSaρ containing finite number of dis-
crete eigenvaluesEs and the corresponding eigenstates|�s〉. Those eigenstates interact
with one-photon states|�p,k� 〉 where|k� 〉 represents a state containing one photon
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with momentumk and polarization� . States|�p,k� 〉 interact with two-photon states
|�p,k�,k′� ′〉, which in turn interact with three-photon states, etc. [1]. To a very good
approximation one can ignore all states containing multiple photons, and one can as-
sociate systemSb∞ with the set of all one-photon states|�p,k� 〉 with corresponding
eigenvalues. The solution to this system is known since the states|k� 〉 are essentially
plane waves, while|�s〉 are eigenstates of the isolated molecule which are assumed to
be known (at least to the very good approximation). Hence one has formally the problem
of the interaction of a finite systemSaρ with the known infinite systemSb∞. As another
example consider the interaction of the molecule with a surface of a solid. Molecule
in isolation can be again approximated with some finite-dimensional systemSaρ . Sys-
temSb∞ represents a solid with a surface. The solution to this system usually consists
of multiple eigenvalue bandsλs(k) (s = 1,2, . . .) [2]. In addition, systemSb∞ may also
contain some discrete eigenvalues corresponding to the possible surface states [3]. One
would like to derive properties of the molecule (systemSaρ ) subject to the interaction
with a solid (systemSb∞). Again one can assumes that the solution to the systemSb∞
is known. Usually one knows only an approximate solution of this system [2]. Never-
theless, assuming this approximate solution to be good enough, the problem is to find
a solution of the combined systemS∞ ≡ Saρ ⊕ Sb∞ with emphasize on the subsys-
temSaρ .

In this and similar cases one has formally identical situation. There is a systemSaρ
that contains finite number of discrete eigenvaluesEs . With this system is associated
a ρ-dimensional spaceXaρ . Corresponding eigenstates|�s〉 ∈ Xaρ are localized, and
they can be normalized to unity. There is another systemSb∞ that contains an infinite
number of eigenvalues and eigenstates. In addition to possible discrete eigenvalues, sys-
temSb∞ contains one or more eigenvalue bandsλs(k). With this system is associated an
infinite-dimensional spaceXb∞ orthogonal to the spaceXaρ . Corresponding eigenstates
|�s(k)〉 ∈ Xb∞ can be orthonormalized to aδ-function. Functionsλs(k) and the eigen-
states|�s(k)〉 are known, or if not exactly known, one can at least obtain a relatively
reliable approximation to those quantities. Also, if there are any discrete eigenvalues
of the systemSb∞, those eigenvalues and the corresponding eigenstates are also known.
Our ultimate goal is to describe properties of an arbitrary systemSaρ that interacts with
an arbitrary systemSb∞.

Standard way how one treats such problems is to use perturbation expansion [1].
Since the systemSb∞ is infinite, this is usually the only method available. In particular,
the only systematical method for the treatment of the interaction of a molecule with
radiation is presently perturbation expansion. No other sufficiently exact and sufficiently
general method is known. Though perturbation expansion is a very powerful and very
general approach, in the case of strong coupling it suffers from a serious drawback of
slow convergence. If the coupling is sufficiently strong, perturbation series may even
diverge and the entire method fails.

We will present here a new method for the solution of such problems. This method
provides exact expressions for the eigenvalues and the corresponding eigenstates of the
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combined systemS∞. No power series expansion in terms of the coupling parameter is
involved, and the results obtained are valid for each coupling. From a numerical point
of view this is particularly important if the coupling between systemsSaρ andSb∞ is
strong or if highly precise solution to the systemS∞ is required. In addition to this
computational benefit, it is always advantageous to find new ways how to formulate
and solve old problems. New formulations and new solutions of old problems usually
carry a potential to open some previously unknown ways of looking at those problems,
and they may provide some novel conceptual insights that could not be obtained other-
wise.

2. Formulation of a problem

In order to consider above problem in the most general form, one has first to solve
mathematically simpler problem. The solution of this simpler problem is then used as
a building block to obtain a general solution [4]. Accordingly, in the present paper we
make two restrictions. First, we assume that the systemSaρ is one-dimensional (ρ = 1).
In this case the spaceXa1 that is associated with this system contains a single state|�〉
with the eigenvalueE. Corresponding eigenvalue equation is

A|�〉 = E|�〉, 〈�|�〉 = 1, (1)

whereA = E|�〉〈�| is a Hermitian operator and where|�〉 is normalized to unity. We
refer to the state|�〉 as a local state.

Second, we assume that the systemSb∞ contains only a single one-parameter eigen-
value band and no discrete eigenvalues. Corresponding eigenvalue equation is

B
∣∣�(k)〉 = λ(k)∣∣�(k)〉, k ∈ [ka, kb], (2a)

where B is a Hermitian operator. The functionλ(k) is a continuous nondecreasing
function of a parameterk. All eigenvalues of a systemSb∞ are confined to the inter-
val [λa, λb], whereλa = λ(ka) is the smallest possible eigenvalue, whileλb = λ(kb)
is the largest possible eigenvalue. Since the eigenvalue band depends only on a sin-
gle parameter, eigenstates|�(k)〉 ∈ Xb∞ are nondegenerate. Those eigenstates can be
orthonormalized to aδ-function according to〈

�(k)
∣∣�(k′)〉 = δ(k − k′). (2b)

Relations (1) and (2) describe systemsSa1 and Sb∞ in isolation, that is without
mutual interaction. An arbitrary interaction can be written in the formβV whereV is a
Hermitian operator that has nonvanishing matrix elements only between a state|�〉 ∈ Xa1
and states|�(k)〉 ∈ Xb∞, and whereβ is a coupling parameter. Without loss of generality
one can assumeV = 0 andβ � 0. The eigenvalue equation describing combined system
S∞ ≡ Sa1 ⊕ Sb∞ subject to the interactionβV is

H|�〉 = ε|�〉, (3a)
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Figure 1. Interaction of the one-dimensional systemSa1 with infinite-dimensional systemSb∞. SystemSa1
is described by a single eigenstate|�〉 with the eigenvalueE. SystemSb∞ is described by the eigenvalue

equation (2). Combined systemS∞ is described by the eigenvalue equation (3).

where

H = A+ B+ βV. (3b)

We emphasize thatβ is not an expansion parameter. Unlike the standard perturba-
tion approach where various results are usually expressed as a power series expansion in
terms ofβ, we will obtain all results in a closed form. Therefore one could simply in all
relations replaceβV with V. Nevertheless, it is convenient to write the interaction in the
form βV. In this way the dependence on the coupling strength is made explicit. Various
effects can be thus directly analyzed in terms of a coupling between systemsSa1 andSb∞
(see figure 1).

Our aim is to solve the combined eigenvalue equation (3a) given the solution of
the eigenvalue equation (2a). Accordingly, we will consider systemSb∞ as the original
unperturbed system. From this point of view, relation (3a) is a perturbed eigenvalue
equation where the perturbation is represented by the interactionβV and by the op-
eratorA that describes the systemSa1 . In a standard formulation of the perturbation
approach, one usually considers union of systemsSa1 andSb∞ without mutual interaction
as the unperturbed system. Moreover, in this standard approach emphasize is on the state
|�〉 ∈ Xa1 as the original unperturbed state and one usually does not consider the effect
of the perturbation on the states|�(k)〉 ∈ Xb∞.

As already emphasized, we will solve above problem in a novel way that does not
rely on the power expansion characteristic to the standard perturbation method. In the
first part of the paper the solution of the eigenvalue equation (3a) will be considered.
After this is done, we will generalize the obtained results to the corresponding time-
dependent eigenvalue equation. In addition, we will briefly consider the solution to a
more general generalized eigenvalue equation.

Though we have assumed that the systemSa1 is one-dimensional, the results ob-
tained can be also applied to multi-dimensional systemSaρ in the interaction with a sys-
temSb∞. If |�s〉 is a nondegenerate eigenstate ofSaρ it interacts with other eigenstates
of Saρ only indirectly through the intermediate interaction withSb∞. If the corresponding
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eigenvalueEs is relatively well separated from other eigenvalues ofSaρ and if the inter-
action betweenSaρ andSb∞ is not excessively strong, one can neglect all other eigenstates
of Saρ . Thus to a very good approximation one has the interaction of the one-dimensional
systemSa1 containing a single eigenstate|�s〉 ≡ |�〉 with the systemSb∞. The results
obtained in this paper apply to such cases as well. In addition, one can completely re-
lax this restriction to the one-dimensional spaceSa1 as well as another restriction to the
spaceSb∞ containing only a single one-parameter eigenvalue band [4]. Accordingly,
all results presented in this paper can be generalized to the interaction of an arbitrary
finite-dimensional systemSaρ with an arbitrary infinite-dimensional systemSb∞ [4].

3. Interaction of the one-dimensional system with the known finite-dimensional
system

In order to solve eigenvalue equation (3a) we will utilize the known solution of the
similar eigenvalue equation that instead of the infinite-dimensional systemSb∞ involves
a finite-dimensional systemSbn . The solution of the eigenvalue equation that describes
combined systemSn+1 ≡ Sa1 ⊕ Sbn can be obtained in a closed form [5]. Our general
strategy is to derive an appropriate limitn→∞.

For the sake of additional flexibility, we will describen-dimensional systemSbn
with a generalized eigenvalue equation

B|�i〉 = λiSb|�i〉, i = 1, . . . , n. (4a)

The eigenstates|�i〉 of this system can be orthonormalized according to

〈�i |Sb|�j 〉 = δij . (4b)

In the above relationsB andSb are Hermitian operators acting in the spaceXbn.
In addition, operatorSb is positive definite. No other assumption about those operators
is made. Hermiticity of these operators and positive definiteness ofSb ensures that the
eigenvaluesλi are real.

The interaction between systemsSa1 andSbn is introduced by the Hermitian op-
eratorsβV andβP, and the eigenvalue equation describing the combined systemSn+1

subject to the interaction(βV, βP) is

H|�r〉 = εrS|�r〉, r = 1, . . . , n+ 1, (5a)

where

H = A+ B+ βV, S = |�〉〈�| + Sb + βP. (5b)

In order to guarantee the reality of the eigenvaluesεr operatorS is required to be positive
definite. One finds thatS is positive definite if and only if operatorP satisfies [5]

β2
n∑
i

〈�|P|�i〉〈�i |P|�〉 < 1. (6)
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There is no condition on the operatorV, except that this operator should be Her-
mitian and that it should connect the state|�〉 ∈ Xa1 with the states|�i〉 ∈ Xbn.

In analogy to (4b) eigenstates|�r〉 can be orthonormalized according to

〈�r |S|�p〉 = δrp. (5c)

It is convenient to distinguishcardinal andsingulareigenvalues and eigenstates of
the combined system [5]. By definition, an eigenvalueεr of (5a) is cardinal if it differs
from all the eigenvaluesλi of (4a), otherwise it is singular [5]. In other words, each
cardinal eigenvalueεr satisfiesεr /∈ {λi}, where{λi} is the set of all the eigenvalues
of the systemSbn . Cardinal solutions are by far the most important. Singular solutions
usually result as a consequence of some symmetry or as a consequence of some other
special condition.

Concerning cardinal solutions one finds [5]:εr /∈ {λi} is an eigenvalue of the
perturbed eigenvalue equation (5) if and only if it is a root of the functionh(ε):

h(ε) ≡ β2�(ε)+ E − ε = 0, (7a)

where

�(ε) =
n∑
i

〈�|V− εP|�i〉〈�i |V− εP|�〉
ε − λi . (7b)

Once a particular perturbed eigenvalueεr is found as a root ofh(ε) = 0, the
corresponding normalized eigenstate is [5]

|�r〉 = 1

Q
1/2
r

[
|�〉 + β

n∑
i

〈�i |V− εrP|�〉
εr − λi |�i〉

]
, (8a)

where

Qr = 1+ β2
n∑
i

|〈�i |V− λiP|�〉|2
(εr − λi)2 − β2

n∑
i

∣∣〈�|P|�i〉∣∣2. (8b)

There is only one eigenvector|�r〉 associated with each eigenvalueεr /∈ {λi}, i.e.,
each cardinal eigenvalue is nondegenerate. Similar expressions are obtained for singular
solutions of the perturbed eigenvalue equation. However, singular eigenvalues may be
degenerate [5].

Relations (4a) and (5a) are generalized eigenvalue equations whereSb is an arbi-
trary positive definite operator inXbn and whereP is an arbitrary Hermitian operator that
connectsXa1 with Xbn and that satisfies condition (6). Most important is the caseP = 0
andSb = Ib whereIb is the projection operator on the spaceXbn. In this case eigenvalue
equations (4a) and (5a) reduce to simple eigenvalue equations. The solution (7) and (8)
of the eigenvalue equation (5a) accordingly simplifies. We will mainly consider only this
case since it corresponds to the eigenvalue equations (2a) and (3a) of our problem. There
are, however, some more general problems that require eitherSb = Ib and/orP = 0. In
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order to be able to treat such more general problems, we need a general solution (7)
and (8).

In addition to the explicit expressions (7) and (8) that provide all cardinal solutions
to the perturbed eigenvalue equation (5a), we also need interlacing rule according to
which perturbed eigenvaluesεr are interlaced with the unperturbed eigenvaluesλi:

• Arrange the perturbed eigenvaluesεr as well as unperturbed eigenvaluesλi in
the nondecreasing order. Perturbed and unperturbed eigenvalues thus arranged
satisfy the interlacing rule [5]

ε1 � λ1 � ε2 � λ2 � · · · � λn � εn+1. (9)

Interlacing rule applies to many similar problems where the original systemSbn is
perturbed by a finite rank perturbation. Thus one may consider molecular vibrations
in the harmonic approximation. One finds that in this approximation vibrational fre-
quencies of two molecules that differ from each other by an isotopic substitution are
interlaced according to this rule and its simple generalization [6].

The main idea in solving eigenvalue equation (3a) that describes combined sys-
temS∞ is to approximate infinite-dimensional systemSb∞ with ann-dimensional sys-
temSbn . This is done by replacing infinite-dimensional spaceXb∞ with ann-dimensional
subspaceXbn. Cardinal eigenvalues and eigenstates of the corresponding combined sys-
tem Sn+1 ≡ Sa1 ⊕ Sbn are given by relations (7) and (8). Taking an appropriate limit
n→∞ one can obtain the required solution to the systemS∞.

It is important to note that the limitn→∞ can be taken in such a way that in each
step (i.e., in the case of eachn involved) one can avoid singular solutions. Namely, if
the eigenvalue equation (5a) has some singular solutions, there is always an infinitesi-
mal variation of the matrix elements of the operatorsB andV such that the resulting
eigenvalue equation has no singular solutions. This follows from the fact that each
eigenvalueλi of the unperturbed eigenvalue equation (4a) is a continuous function of
the matrix elements of the matrixB, while each eigenvalueεr of a perturbed eigen-
value equation (5a) is a continuous function of the matrix elements of matricesB andV.
Thus for each finiten all singular solutions can be eliminated with an arbitrarily small
variation of matrices involved. However, if two eigenvalue equations refer to the same
finite-dimensional space, and if the respective matrices differ from each other by an ar-
bitrary small amount, then those two equations describe two physical systems that also
differ from each other by an arbitrary small amount. Moreover, we consider the case
where in a limitn→∞ unperturbed eigenvaluesλi form an eigenvalue band. Ifn is big
enough those eigenvalues become very close to each other. An infinitesimal variation
of those eigenvalues does not change a physical content of the corresponding system.
Therefore, one can safely assume that for each finiten one can approximate eigenvalue
equation (3a) with an eigenvalue equation of a type (5a) that contains no singular solu-
tions. Expressions (7) and (8) are hence sufficient in order to obtain a correct transition
n→∞. However, though each(n + 1)-dimensional systemSn+1 that approximates
infinite-dimensional systemS∞ contains only cardinal solutions, as a limit of a process
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n→∞ one obtains all solutions of a systemS∞. This property is analogous to the
well-known fact that an infinite sequence of rational numbers may converge to any real
number, rational or irrational.

4. Isolated and embedded solutions of the combined system

Consider now eigenvalue equation (3a). In order to approximate systemSb∞ with a
finite-dimensional systemSbn containingn eigenvalues, we partition the interval[ka, kb]
into n equal subintervals. In a midpoint of each of these subintervals we take a value of
the functionλ(k). In this way a continuous functionλ(k) is replaced byn eigenvaluesλi.
Similarly, matrix elements〈�|V|�(k)〉 that depend on the continuous parameterk are
replaced byn matrix elements〈�|V|�i〉. This corresponds to the replacement of the
infinite-dimensional system that contains eigenvalue band with a finite-dimensional sys-
tem that can be solved by relations (7) and (8). Asn increases solution (7) and (8) of the
approximate finite-dimensional system improves, and in a limitn→∞ it converges to
the solution of (3a).

As a consequence of the interlacing rule, in a limitn→ ∞ one obtains two qual-
itatively different solutions to the combined systemS∞. According to the above con-
struction,λa < λ1 andλn < λb. Asn increasesλ1 approaches toλa whileλn approaches
to λb. In a limit n → ∞ unperturbed eigenvaluesλi are dense in the interval[λa, λb].
Due to the interlacing rule perturbed eigenvaluesε2, . . . , εn are also dense in this inter-
val. Thus in a limitn → ∞ eachε ∈ [λa, λb] is a perturbed eigenvalue. In addition,
there are two perturbed eigenvalues that may escape interval[λa, λb]. Those are per-
turbed eigenvalueε1 that may satisfyε1 < λa, and perturbed eigenvalueεn+1 that may
satisfyεn+1 > λb. (See figure 2).

In conclusion, the combined systemS∞ may in general contain two kinds of per-
turbed eigenvalues and eigenstates. An eigenvalueε of a perturbed system satisfies either
ε /∈ [λa, λb] or ε ∈ [λa, λb]. We call the perturbed eigenvalueεI /∈ [λa, λb] an isolated
eigenvalue. Since this eigenvalue is outside the band[λa, λb], it is discrete. The cor-
responding eigenstate|�I 〉 can be hence normalized to unity. In this respect isolated
eigenstate|�I 〉 is similar to the local state|�〉 ∈ Xa1 that is also normalized to unity.
There are at most two isolated eigenvalues (and eigenstates), one leftεL < λa and one
right εR > λb. We call the perturbed eigenvalueε ∈ [λa, λb] anembeddedeigenvalue.
This eigenvalue is part of a continuous band of eigenvalues, and the corresponding eigen-
states|�(ε)〉 are normalized to aδ-function. In this respect embedded eigenstates of the
combined system are similar to the eigenstates|�(k)〉 of the systemSb∞ that are also
normalized to aδ-function.

4.1. Isolated eigenvalues and eigenstates

In order to find isolated eigenvalues we look for rootsεI of relation (7a) that in a
limit n→∞ satisfyεI /∈ [λa, λb]. In this limit the sum in (7b) becomes an integral, and
the equation (7a) is replaced with

h(εI ) ≡ β2ω(εI )+ E − εI = 0, εI /∈ [λa, λb], (10a)
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Figure 2. Interaction of the one-dimensional systemSa1 with the finite-dimensional systemSbn containing
n eigenstates. Eigenvaluesεr of the combined systemSn+1 are interlaced with eigenvaluesλi of the
systemSbn according to (9). In the limitn → ∞ eigenvaluesεr form a continuous band in the interval
[λa, λb]. In addition, eigenvalueε1 may converge to isolated eigenvalueεL < λa , while eigenvalueεn+1

may converge to isolated eigenvalueεR > λb.

where in the caseP = 0

ω(ε) =
∫ kb

ka

〈�|V|�(k)〉〈�(k)|V|�〉
ε − λ(k) dk, ε /∈ [λa, λb]. (10b)

Functionω(ε) can be written in the equivalent form

ω(ε) =
∫ λb

λa

f (λ)

ε − λ dλ, ε /∈ [λa, λb], (10c)

where

f (λ) = 〈�|V|�(k)〉〈�(k)|V|�〉
dλ(k)/dk

∣∣∣∣
λ=λ(k)

, λ ∈ [λa, λb]. (11)

Right-hand side of (11) is evaluated in the pointk that satisfiesλ = λ(k). Since
λ(k) is nondecreasing function ofk, f (λ) is nonnegative. Also, derivative dk/dλ = ρ(λ)
is a density of states [2,7], and hence one can write

f (λ) = ρ(λ)〈�|V∣∣�(k)〉〈�(k)∣∣V|�〉∣∣
λ=λ(k), λ ∈ [λa, λb]. (11′)
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Let us now investigate conditions for the existence of the isolated eigenvaluesεI .
From (10c) one finds

ω(±∞) = 0,
dω(ε)

dε
= −

∫ λb

λa

f (λ)

(ε − λ)2 dλ < 0, ε /∈ [λa, λb]. (12a)

Sincef (λ) � 0, functionω(ε) is monotonically decreasing function in the inter-
vals (−∞, λa) and(λb,∞), while in a limit ε → ±∞ this function converges asymp-
totically to zero. We also consider the value ofω(ε) in the pointsλa andλb on the
edge of the band[λa, λb]. It is convenient to define those values as left and right limits,
respectively

ω−a ≡ ω(λa) = lim
ε→λa−

ω(ε) < 0, ω+b ≡ ω(λb) = lim
ε→λb+

ω(ε) > 0. (12b)

Functionω(ε) may diverge in the pointλa (λb) in which case one hasω−a =−∞ (ω+b = ∞). For example, iff (λa) = 0 functionω(ε) diverges in the pointε = λa
and one hasω−a = −∞. One hasf (λa) = 0 whenever〈�|V|�(ka)〉 = 0 andρ(ka) = 0.
Similar conclusion applies to the pointε = λb. Note that in the case of one-dimensional
solids density of statesρ(k) usually becomes infinite at the edges of the band [2,7].
However, in the case of higher dimensional solidsρ(k) is usually highest towards the
center of the band, and is least at the edges [2,7].

Interlacing rule implies that there is at most one left-isolated eigenvalueεL < λa
and at most one right-isolated eigenvalueεR > λb. The same conclusion follows from
the above relations. Sinceω(ε) is monotonically decreasing in the intervals(−∞, λa)
and(λb,∞), h(ε) ≡ β2ω(ε)+E−ε is also monotonically decreasing in those intervals.
Henceh(ε) = 0 can have at most one root in the interval(−∞, λa) and at most one root
in the interval(λb,∞).

Relation (10a) also implies conditions for the existence of isolated solutions. One
finds that in the(E, β)-plane right-isolated eigenvalueεR exist in the region on the right
side of the parabolaE = λb − β2ω+b , while on the left side of this parabola it does
not exist. Similarly, left-isolated eigenvalueεL exist in the region on the left side of
the parabolaE = λa − β2ω−a , while it does not exist on the right side of this parabola.
Considered as a function of a parameterE, right-isolated eigenvalueεR exist if and only
if E > ER, while left-isolated eigenvalueεL exist if and only ifE < EL whereER and
EL are right and left critical points, respectively

ER = λb − β2ω+b , EL = λa − β2ω−a . (13a)

In a similar way one can define critical pointsβL andβR relative to the couplingβ:

βL =
(
E − λa
|ω−a |

)1/2

if E > λa, βR =
(
λb − E
|ω+b |

)1/2

if E < λb. (13b)

Critical pointβL applies to the caseE > λa, while critical pointβR applies to the
caseE < λb. If namelyE < λa left-isolated eigenvalueεL exist for each value ofβ,
while if E > λb right-isolated eigenvalueεR exists for each value ofβ. However, if
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E > λa left-isolated eigenvalueεL exists if and only ifβ satisfiesβ > βL, while if
E < λb right-isolated eigenvalueεR exists if and only ifβ satisfiesβ > βR .

Using relations (10) one can estimate the interval where isolated eigenvalueεI
should be confined. In the case of the right-isolated eigenvalue one finds (see appendix):

• if E ∈ (ER, λb) then

λb < εR < λb + β2 〈�|V2|�〉
|E − λb| ; (14a)

• if E ∈ (λb,∞) then

E < εR < E + β2 〈�|V2|�〉
|E − λb| . (14b)

Thus ifE < λb right-isolated eigenvalue is at most at the distanceβ2〈�|V2|�〉/
(λb − E) from the band[λa, λb], i.e., it is relatively close to this band. If, however,
E > λb, this eigenvalue is at least at the distanceE−λb from [λa, λb], i.e., it is relatively
far from this band. Ifβ is small, the distinction between those two cases is sharp. With
the increase of the couplingβ this distinction is increasingly more blurred. For example,
if ω(ε) diverges in the pointε = λb, eigenvalueεR exists for each value ofE and for
eachβ = 0. However, ifE < λb and if the couplingβ is relatively small, this eigenvalue
is very close toλb. For smallβ this eigenvalue can appreciable drift away from the band
[λa, λb] only if E > λb.

Isolated eigenvalueεI is a function of the local eigenvalueE and of the couplingβ.
This dependence can be derived from the relation (10a). One has 0= d(β2ω(εI )+E −
εI ) = (β2dω/dεI − 1)dεI + 2βω dβ + dE and hence

∂εI

∂E
= 1

1− β2dω(εI )/dεI
,

∂εI

∂β
= 2βω(εI )

1− β2dω(εI )/dεI
. (15)

Above relations give the rate of change of the eigenvalueεI with a change of the
local eigenvalueE, and with a change of the couplingβ. According to the first relation
and since dω/dε < 0, one has 0� ∂εI /∂E < 1 except in a trivial caseβ = 0 when
∂εI /∂E = 1. Thus if the local eigenvalueE increases (decreases), isolated eigenvalueεI
also increases (decreases), i.e., it moves in the same direction. However, the change of
this isolated eigenvalue is in the absolute value smaller than the change of the local
eigenvalueE. According to the second relation and sinceω(εR) > 0 whileω(εL) < 0,
if the couplingβ increases, isolated eigenvalueεI moves further away from the band
[λa, λb]. The effect of the couplingβ is thus to repeal isolated eigenvaluesεI from
this eigenvalue band and from each other: eigenvalueεR increases while eigenvalueεL
decreases. This effect is analogous to the mutual repulsion of the perturbed eigenvalues
in the case of the two level system subject to the interactionV [7].
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OnceεI is known, one can find the corresponding eigenstate|�I 〉. In a limit
n→∞ and in the caseP = 0 relations (8a) and (8b) are replaced with

|�I 〉 = 1

Q
1/2
I

[
|�〉 + β

∫ kb

ka

〈�(k)|V|�〉
εI − λ(k)

∣∣�(k)〉 dk], εI /∈ [λa, λb], (16a)

where

QI = 1+ β2
∫ kb

ka

〈�|V|�(k)〉〈�(k)|V|�〉
(εI − λ(k))2 dk. (16b)

QuantityQI can be written in the equivalent form

QI = 1+ β2
∫ λb

λa

f (λ)

(εI − λ)2 dλ = 1− β2 dω(εI )

dεI
. (16b′)

Above relations complete the solution of the combined eigenvalue equation (3a) as
far as isolated eigenvalues and eigenstates are concerned. In order to find those eigenval-
ues and eigenstates one has first to solve equation (10a). If this equation has no solution,
isolated eigenstates do not exist. If there is a solutionεI , it is an isolated eigenvalue of
the combined system, and the corresponding normalized eigenstate|�I 〉 is given by (16).

All properties of the isolated eigenstate|�I 〉 can be now easily obtained. For ex-
ample, the probabilitywaI to find this eigenstate in the local state|�〉 ∈ Xa1 and the
probability densityρbI (k) to find this eigenstate in the unperturbed states|�(k)〉 ∈ Xb∞
are

waI =
∣∣〈�|�I 〉∣∣2, ρbI (k) =

∣∣〈�(k)∣∣�I 〉∣∣2. (17a)

From (16) one obtains required amplitudes〈�|�I 〉 and〈�(k)|�I 〉

〈�|�I 〉 = 1

Q
1/2
I

,
〈
�(k)

∣∣�I 〉 = β

Q
1/2
I

〈�(k)|V|�〉
(εI − λ(k)) . (17b)

In particular, (15) and (16b′) imply

waI =
∂εI

∂E
= 1

1− β2 dω(εI )/dεI
. (15′)

Above probabilities satisfy completeness relation

waI + wbI = 1, wherewbI =
∫
ρbI (k)dk. (17c)

Probability to find isolated eigenstate|�I 〉 in a systemSb∞, i.e., probability to find
this eigenstate in any of the states|�(k)〉 ∈ Xb∞ is wbI . Completeness relation (17c)
expresses the fact that total probability to find eigenstate|�I 〉 either in a systemSa1 or
in a systemSb∞ equals one. IfwaI > 0.5 isolated eigenstate|�I 〉 is Sa1 -dominant, while
if waI < 0.5 it is Sb∞-dominant. In the former case one can consider|�I 〉 to be the
eigenstate|�〉 of a systemSa1 perturbed by the interaction with the systemSb∞. In the
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latter case it is more appropriate to consider|�I 〉 as an eigenstate of the systemSb∞
perturbed by the interaction with the systemSa1 .

Let us now investigate in more detail probabilitywaI to find isolated eigenstate|�I 〉
in a local state|�〉. One has limεI→±∞w

a
I = 1. One also finds thatwaI monotonically

decreases asεI approaches band[λa, λb] from either side. ThuswaI assumes a minimum
value at the band boundary. According to (16b′) and (15′), one has limεL→λa−waL = 0,
unless in a limitλ→ λa the functionf (λ) approaches to zero at least quadraticaly.
Similar conclusion applies to limεR→λb+waR = 0. The probabilitywaI is hence close to
one for largeεI , and it is usually close to zero forεI near the band[λa, λb]. Trivial case is
β = 0. In this case there is no interaction between systemsSa1 andSb∞. The state|�〉 is
hence an eigenstate of the combined system with the eigenvalueE. If E /∈ [λa, λb] this
eigenstate is isolated, and hencewaI = 1. If E ∈ [λa, λb] this eigenstate is not isolated,
and hencewaI = 0. Thus ifβ = 0 there is a sharp distinction between two extreme cases,
E /∈ [λa, λb] andE ∈ [λa, λb]. The same conclusion follows from the above relations.
If there is no interaction between systemsSa1 andSb∞ relation (10a) reduces toεI = E,
and ifE /∈ [λa, λb] relation (16) reduces to|�I 〉 = |�〉.

This behavior slightly changes when the coupling is small but nonzero,β = 0.
According to (16b) and (17), probabilitywaI is very sensitive on the distance of the
isolated eigenvalueεI from the band[λa, λb]. If εI is close to[λa, λb] this probability
tends to be small. In view of the estimates (14) this means thatwaI will be small if
E ∈ [λa, λb]. On the other hand, ifE /∈ [λa, λb] probability waI tends to be large.
Qualitatively this is the same behavior as in the caseβ = 0, though not with such a
sharp distinction between those two cases. Ifβ = 0 there is some intermediate region
where eitherE ≈ λa orE ≈ λb and wherewaI is intermediate. With the increase of the
coupling this distinction between the regionE /∈ [λa, λb] wherewaI is relatively large
and the regionE ∈ [λa, λb] wherewaI is relatively small is increasingly more blurred.

To complete our discussion, note that in the case of the weak coupling and provided
E /∈ [λa, λb], one can approximate rootεI of (10a) as

εI ≈ E + β2ω(E), E /∈ [λa, λb]. (18)

According to (10b) the quantityβ2ω(E) has a formal structure of the second order
perturbative correction to the eigenvalueE. Since〈�|V|�〉 = 0 there is no first order
eigenvalue correction. The above approximation is hence identical with a result one
would obtain in a standard perturbation expansion that includes second order eigenvalue
correction.

4.2. Embedded eigenvalues and eigenstates

Consider now the case when the perturbed eigenvalueε is embedded in the eigen-
value band[λa, λb]. We again approximate relations (2) with relations (4) and we look
for a limit n → ∞ of the expression (7). Asn increases, intervals'λi = λi − λi−1

between successive unperturbed eigenvaluesλi decrease and'λi → 0. Due to the in-
terlacing rule intervals'εr = εr−εr−1 between successive perturbed eigenvaluesεr also
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decrease, and those eigenvalues become more and more dense in the band[λa, λb]. In
a limit n→∞ eachε in this band is an eigenvalue of the perturbed equation. Moreover,
since for each finiten one hasλi � εi+1 � λi+1, in this limit functional dependence of
the continuous perturbed eigenvalueε on parameterk is the same as functional depen-
dence of unperturbed eigenvalueλ onk, i.e.,ε(k) ≡ λ(k). It remains to find the structure
of the corresponding perturbed eigenstates|�(ε)〉.

In the appendix we show that in the case of the embedded eigenvalues relation (7a)
should be replaced with

πβ2f (ε) cot
(
πx(ε)

)+ β2ω(ε)+ E − ε = 0, ε ∈ [λa, λb], (19a)

wheref (ε) is given by relation (11) and where

ω(ε) = P
∫ kb

ka

〈�|V|�(k)〉〈�(k)|V|�〉
ε − λ(k) dk, ε ∈ [λa, λb]. (19b)

In analogy to (10c) functionω(ε) (ε ∈ [λa, λb]) can be expressed in terms of the
functionf (ε):

ω(ε) = P
∫ λb

λa

f (λ)

ε − λ dλ, ε ∈ [λa, λb]. (19c)

In relations (19b) and (19c) symbolP denotes principal Cauchy integral value.
Those relations extend the definition of the functionω(ε) to the intervalε ∈ [λa, λb]. If
ε /∈ [λa, λb] this function is defined according to (10b) or (10c), while ifε ∈ [λa, λb]
it is defined according to (19b) or (19c). In the former case there is no need to take
principal Cauchy value. Consider, for example, expression (10b). Subintegral function
in this expression is either uniformly nonnegative or uniformly nonpositive in the entire
integration rangek ∈ [ka, kb], and hence there is no cancellation of infinite positive and
infinite negative integral contributions characteristic of the principal Cauchy value. The
function ω(ε) is hence well defined for eachε /∈ [λa, λb]. However, in the interval
[λa, λb] this function may diverge for some isolated values ofε. Most important such
points are edgesε = λa andε = λb of this interval. For example, iff (λa) = 0 function
ω(ε) diverges in a pointε = λa.

The solution to the equation (19a) is a functionx(ε). This function is a “fractional
shift” of ε in the intervals(λr−1, λr) and in a limitn → ∞. More precisely, for each
finite n one can define(n− 1) quantities

x(εr) = εr − λr−1

λr − λr−1
, r = 2, . . . , n. (20a)

As n increases, perturbed eigenvaluesεr become more and more dense in the in-
terval [λa, λb]. In the limit n → ∞ quantitiesx(εr ) converge to a functionx(ε) of
a continuous parameterε. Due to the interlacing rule one has 0� x(εr ) � 1. Since
cot(0) = cot(π) = ±∞, the pointsx(ε) = 0 andx(ε) = 1 are in the relation (19a)
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equivalent. Hence one can identifyx(ε) = 1 with x(ε) = 0 and one can restrict frac-
tional shiftx(ε) to the interval[0,1):

0� x(ε) < 1. (20b)

According to (20a), for each finiten fractional shiftx(εr) = 0 (andx(εr ) = 1)
corresponds to singular solutions, while all other values ofx(εr) correspond to cardinal
solutions. We use this property in order to extend the notion of cardinal and singular
solutions in a natural way to the limitn→∞. Accordingly, if x(ε) = 0 the solution is
singular, while ifx(ε) = 0 it is cardinal.

If x(ε) = 0 one has cot(πx(ε)) = ±∞. Strictly, this value is not a solution
of (19a). However, if one takes a limit cot(πx(ε)) → ±∞ this relation in this limit
describes singular solutions as well. Iff (ε) = 0 andω(ε) = ∞ one obtains a finite
value for cot(πx(ε)), and the solution is cardinal. Hence only the casef (ε) = 0 and/or
ω(ε) = ∞ needs some special treatment and only in this case one may have singular
solution.

For each finiten the solutions of (7a) are discrete eigenvaluesεr . In the limit
n→ ∞ and in the band[λa, λb] the notion of discrete eigenvalues looses any meaning
since eachε ∈ [λa, λb] becomes an eigenvalue of the combined system. The information
provided by the eigenvaluesεr in (7a) is in (19a) replaced by the information provided
by the fractional shiftx(ε). This shows an important difference between treatments of
the casesε /∈ [λa, λb] andε ∈ [λa, λb]. In the former case relation (10a) is obtained from
the relation (7a) by the formal replacement�(ε)→ ω(ε) and the solutions of (10a) are
isolated eigenvaluesεI . In the latter case relation (19a) is obtained from the relation (7a)
by the formal replacement�(ε)→ πf (ε) cot(πx(ε)) + ω(ε) and the solution to (19a)
is a fractional shiftx(ε). The appearance of the additional termπf (ε) cot(πx(ε)) is due
to the fact that perturbed eigenvaluesε are now embedded in the continuum, and those
eigenvalues can assume any value in the eigenvalue band[λa, λb]. This additional term
is crucial since it alone contains unknown fractional shiftx(ε).

The solution of (19a) is trivial:

x(ε) = 1

π
cot−1

(
ε − E − β2ω(ε)

πβ2f (ε)

)
, ε ∈ [λa, λb]. (21)

This relation expresses fractional shiftx(ε) in terms of the local eigenvalueE, in
terms of the couplingβ, and in terms of functionsω(ε) andf (ε). If f (ε) = 0 and
h(ε) ≡ β2ω(ε)+E− ε = 0 one hasx(ε) = 0. Fractional shift is zero and the perturbed
eigenvalue coincides with the unperturbed eigenvalue. By definition, this corresponds to
a singular solution. One can justify this conclusion by the following heuristic argument:
One may havef (ε) = 0 only if 〈�|V|�(k)〉ε=λ(k) = 0. However, in this case the state
|�(k)〉ε=λ(k) and the eigenvalueε = λ(k) corresponding to this state are not perturbed
by the interactionβV. This state is hence an eigenstate of the combined system, i.e., it
is singular.

Once fractional shift is known, one can proceed to calculate perturbed eigenstates
|�(ε)〉. An important quantity is the amplitude〈�|�(ε)〉 that determines probability
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densityρa(ε) = |〈�|�(ε)〉|2 to find the state|�〉 in the eigenstate|�(ε)〉. In the ap-
pendix we show that this amplitude can be expressed in terms of the fractional shiftx(ε)

as 〈
�
∣∣�(ε)〉 = sin(πx(ε))

πβ
√
f (ε)

, ε ∈ [λa, λb]. (22)

Since fractional shift satisfies 0� x(ε) < 1 one has〈�|�(ε)〉 � 0.
Relations (21) and (22) imply

〈
�
∣∣�(ε)〉=


[

β2f (ε)

π2β4f 2(ε)+ (β2ω(ε)+ E − ε)2
]1/2

, if ε ∈ [λa, λb],
0, otherwise,

(23a)

ρa(ε)≡ ∣∣〈�∣∣�(ε)〉∣∣2 = β2f (ε)

π2β4f 2(ε)+ (β2ω(ε)+ E − ε)2 , ε ∈ [λa, λb]. (23b)

Relations (23) are valid whenever fractional shiftx(ε) as given by expression (21)
is well defined. An exception is the pointε = εc that satisfiesf (εc) = 0 and at the
same timeh(εc) = 0 (see appendix). We refer to such a point as a point of “anomal
resonance” [4]. In this point expression (21) contains undefined ratio 0/0 and fractional
shift x(εc) is not well defined. If the system contains any such point, a correction to the
above expressions is required. In particular, in each pointε = εc expression (23b) for
the densityρa(ε) is corrected by an additional term proportional toδ(ε−εc) [4]. In what
follows we will assume that the system contains no such points, or that such points can
be neglected.

Since|�(ε)〉 is an eigenstate of the combined system with the eigenvalueε, density
ρa(ε) is a probability density to find the state|�〉 with the eigenvalueε ∈ [λa, λb]. If
there is no coupling (β = 0), the state|�〉 is an eigenstate of the combined system
with the eigenvalueE. In this case and ifE ∈ [λa, λb] densityρa(ε) collapses to
aδ-functionρa(ε) = δ(ε−E), while if E /∈ [λa, λb] one has〈�|�(ε)〉 = 〈�|�(k)〉 = 0
and henceρa(ε) ≡ 0. The same result is obtained from (23b) in a limitβ → 0. If
one includes the coupling, the state|�〉 has no more well-defined eigenvalue. If the
couplingβ is relatively weak, two things usually happen. First, due to the interaction
of the systemSa1 with the systemSb∞, the eigenvalueE of the systemSa1 is shifted to
a new eigenvalueε0. Second, shifted eigenvalue is usually broadened, and it obtains
some width'ε0. With increase of the coupling, the distinction between the systemsSa1
andSb∞ is increasingly less sharp, and the eigenvalue of the state|�〉 ∈ Xa1 becomes
increasingly more diffuse. Eigenvalue distribution of this state in the interval[λa, λb]
is described in precise terms by the density functionρa(ε). In addition to this density,
eigenvalue distribution of the state|�〉 may also include isolated eigenvaluesεI . If,
namely, the combined system has an isolated eigenstate|�I 〉 with the eigenvalueεI ,
there is some probabilitywaI = |〈�|�I 〉|2 to find the state|�〉 with this eigenvalue.
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Total probability should be one, and hence∑
I

waI + waC = 1, (24a)

where

waC =
∫
ρa(ε)dε (24b)

is the probability to find local state|�〉 in any of the embedded eigenstates|�(ε)〉. In
the expression (24b) one formally integrates over the entire interval(−∞,∞). However,
sinceρa(ε) = 0 outside the band[λa, λb], this integration is restricted to this band.

Relation (24a) is a completeness relation that expresses the fact that total probabil-
ity to find the state|�〉 in any of the eigenstates of the combined system must be one.
This relation can be derived in a more formal way. Since isolated eigenstates|�I 〉 and
embedded eigenstates|�(ε)〉 of the combined system form a complete set in the com-
bined spaceX∞, each state|-〉 ∈ X∞ can be expressed as a linear combination of those
eigenstates. In particular, using relations (17) and (23) one finds

|�〉 =
∑
I

√
waI |�I 〉 +

∫ λb

λa

√
ρa(ε)

∣∣�(ε)〉 dε. (25)

The summation is performed over existing isolated eigenstates|�I 〉, i.e., it can
contain zero, one or two terms. For example, if isolated eigenstates do not exist (equa-
tion (10a) has no solution), there is no summation term in the above expression. Nor-
malization condition〈�|�〉 = 1 now implies (24).

In order to analyze the shape of the probability densityρa(ε), define quantityε0 ∈
[λa, λb] as a root of

β2ω(ε0)+ E − ε0 = 0, ε0 ∈ [λa, λb]. (26)

In general, this equation may have zero, one or multiple roots in the interval
[λa, λb]. According to (23b), if (26) has a rootε0 ∈ [λa, λb] probability densityρa(ε0)

tends to be large.
Equation (26) is formally identical to the equation (10a). However, in the case of

equation (10a) one has the conditionεI /∈ [λa, λb], and the roots of this equation, if any,
are isolated eigenvaluesεI . In the above equation one has the conditionε0 ∈ [λa, λb],
and the roots of (26) are not isolated eigenvalues. One finds that in a limit of weak
coupling and providedω(ε) is bounded in the interval[λa, λb], relation (26) may have
at most one root. We will show that this root should be identified with the eigenvalueE

shifted to the positionε0 as a result of the interaction of the systemSa1 with a systemSb∞.
If f (ε0) = 0 the rootε0 of (26) has a simple interpretation. According to (21), if

ε0 satisfies (26) and if, in addition,f (ε0) = 0, thenx(ε0) = 0.5. The pointε = ε0 hence
corresponds to the perturbed eigenvalue that is in the middle between two successive
unperturbed eigenvalues. This interpretation is strictly valid as long asn is finite (how-
ever large), since only in this case one can say that a perturbed eigenvalueε0 is in the
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middle between two unperturbed eigenvaluesλr−1 andλr . As n increases and intervals
'λr decrease, more and more perturbed eigenvalues close to the eigenvalueε0 are to a
very good approximation in the middle between two successive unperturbed eigenval-
ues. Therefore one can loosely say that in the pointε = ε0, and in some infinitesimal
neighborhood of this point, perturbed eigenvalue is in a middle between two successive
unperturbed eigenvalues.

If f (ε0) = 0, the pointε0 = εc is a point of anomal resonance. In this case frac-
tional shiftx(ε0) is undefined. In general, fractional shiftx(ε) is a continuous function
of ε except in the points of anomal resonance where it is usually discontinuous [4].

4.3. Eigenvalue distribution of a local state in the weak coupling limit

Eigenvalue distribution of the local state|�〉 is completely determined by the iso-
lated eigenvaluesεI (if any), corresponding probabilitieswaI , and by the probability
densityρa(ε). We will now consider this distribution in the case when couplingβ is
relatively weak.

If β is small, there are two qualitatively different cases, the caseE ∈ [λa, λb] and
the caseE /∈ [λa, λb]. There are also two small transition regions where eitherE ≈ λa
orE ≈ λb.

For small enoughβ and providedω(ε) is bounded, equation (26) has a root
ε0 ∈ [λa, λb] if and only if E ∈ [λa, λb]. If β is sufficiently small, this root is unique.
According to (23b) and (26), densityρa(ε) tends to have a maximum close to the point
ε = ε0, and at this point one hasρa(ε0) = 1/(π2β2f (ε0)). Expanding quantities
β2ω(ε)+ E − ε andf (ε) in this point one finds:

β2ω(ε)+ E − ε=
[
β2

(
dω

dε

)
0

− 1

]
(ε − ε0)+ β2O

(
(ε − ε0)

2
)
, (27a)

f (ε)= f (ε0)+
(

df

dε

)
0

(ε − ε0)+O
(
(ε − ε0)

2). (27b)

According to (23b), main contribution to the densityρa(ε) comes from those values
of ε that approximately satisfy(ε − ε0)

2 < β4f 2(ε) ≈ β4f 2(ε0). The quantity(ε − ε0)

is hence effectively of the orderO(β2) and one hasf (ε) = f (ε0)+O(β2) andε−E−
β2ω(ε) = (ε− ε0)+O(β4). Those approximations improve ifε− ε0 decreases, and in
the pointε = ε0 they are exact. Iff (ε0) = 0 this implies

ρa(ε) ≈ ρa0(ε) =


β2f (ε0)

π2β4f 2(ε0)+ (ε − ε0)2
, if ε ∈ [λa, λb],

0, otherwise.
(28)

The position of the pointε0 can be estimated as

ε0 ≈ E + β2ω(E), E ∈ [λa, λb]. (29a)
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Functionρa0(ε) is a typical approximation of the exact density distributionρa(ε) in
the case of the weak coupling and providedf (ε0) = 0 andE ∈ [λa, λb]. If E /∈ [λa, λb]
one findsρa(ε) ≈ 0.

In the derivation of the expression (28) we have assumed thatω(ε) is bounded in
the interval[λa, λb]. This guaranties that for small enoughβ relation (26) has at most
one rootε0 ∈ [λa, λb]. However, ifω(ε) is not bounded in this interval, there is usually
another root of (26) close to the point whereω(ε) diverges. For example,ω(ε) may
diverge in the pointε = λb on the edge of the band[λa, λb]. In this case (26) may have
two roots,ε0 andε′0 ≈ λb. This situation is more complicated. However, densityρa(ε)
is again relatively well approximated withρa0(ε) where the rootε′0 is ignored and where
only the rootε0 is taken onto account.

Inside the band[λa, λb] function ρa0(ε) is identical to the universal resonance
curve [8]. However, outside this band functionρa0(ε) is zero, while the universal res-
onance curve is nonzero in the entire interval(−∞,∞). Thusρa0(ε) equals universal
resonance curve truncated on both edges of the band[λa, λb].

If the point ε0 ∈ [λa, λb] is relatively far from the edges of the band[λa, λb],
functionρa0(ε) is a bell-shaped curve centered at this point and with a width

'ε0 = 2πβ2f (ε0). (29b)

Integrating densityρa0(ε) one finds∫ λb

λa

ρa0(ε)dε ≈
∫ ∞
−∞

β2f (ε0)dε

π2β4f 2(ε0)+ (ε − ε0)
2
= 1. (30)

The approximation (≈) is due to the extension of the integration over finite band
[λa, λb] to the integration from−∞ to +∞. This extension is justified if the point
ε = ε0 is relatively far from both edges of this band, that is if|ε0 − λa| > 'ε0 and
|ε0 − λb| > 'ε0. Due to the completeness relation (24), if this is the case one has
waI ≈ 0. We refer to the approximation (28), whereε0 ∈ [λa, λb] is relatively far from
the edges of the band[λa, λb] as aresonance approximation.

Close to the edge of the band[λa, λb] integral (30) decreases and accordingly one
of the probabilitieswaI increases. In particular, if the pointε = ε0 is exactly on the edge
of this band, i.e., if eitherε0 = λa or ε0 = λb, one has

∫
ρa(ε)dε ≈ ∫ ρa0(ε)dε = 0.5.

Such points correspond to the intermediate region where one has eitherE ≈ λa or
E ≈ λb. As eigenvalueE drifts way from the band[λa, λb] one obtains

∫
ρa(ε)dε ≈ 0.

Consider now in more details relative position of the maximum of the approximate
and exact density curves. Approximate densityρa0(ε) has maximum in the pointε = ε0

while exact densityρa(ε) has maximum in some pointεmax. In the pointε = ε0 ap-
proximate and exact densities coincide, i.e.,ρa(ε0) = ρa0(ε0). Let us now estimate the
differenceεmax− ε0. The condition dρa/dε = 0 implies

β2ω(ε)+ E − ε = β4 π2f (ε)2df (ε)/dε

(β2ω(ε)+ E − ε)df (ε)/dε + 2(1− β2 dω(ε)/dε)f (ε)
. (31)
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The pointεmax is a root of this equation. Expanding this equation in the point
ε = ε0 in terms of a small quantityβ one finds

εmax− ε0 = −β4 π
2f (ε0)(df/dε)0

2[1− β2(dω/dε)0]2 +O
(
β6). (32)

Thusε0 approximatesεmax up to the orderO(β4) in β. In addition, if the function
f (ε) is sufficiently small and/or sufficiently flat close to the pointε0 (that is if (f ·
df/dε)0 ≈ 0) then the first term on the right-hand side of (32) can be neglected, andε0

approximatesεmax essentially up to the orderO(β6) in β.
In conclusion, in the resonance approximation (β small andE ∈ [λa, λb]), rela-

tion (26) has a rootε0 ≈ E + β2ω(E) ∈ [λa, λb]. In this case probability density
ρa(ε) has the shape of the truncated universal resonance curve with maximum at the
point ε = ε0 and with width'ε0 = 2πβ2f (ε0). In addition

∫
ρa(ε)dε ≈ 1. If, how-

ever,E /∈ [λa, λb] and if the eigenvalueE is not too close to the band edges, then
ρa(ε) ≈ 0. In this case there exists either right- or left-isolated eigenstate and the cor-
responding probability equalswaI ≈ 1. There is also a small intermediate region where
eitherE ≈ λa or E ≈ λb and whereρa(ε) andwaI are intermediate. This has a simple
and straightforward interpretation. IfE ∈ [λa, λb] the interactionβV of the systemSa1
with the systemSb∞ shifts eigenvalueE of Sa1 to the eigenvalueε0 ∈ [λa, λb]. This
shifted eigenvalue is broadened and it obtains a width'ε0. Both effects are of the order
O(β2). Hence in the case of the weak coupling the rootε0 ∈ [λa, λb] of (26) should be
interpreted as the eigenvalue of the systemSa1 in the interaction with the systemSb∞. If,
however,E /∈ [λa, λb], the interactionβV shifts this eigenvalue to the isolated eigen-
valueεI ≈ E + β2ω(E). In this case there is no eigenvalue broadening, and shifted
eigenvalueεI is isolated and sharp.

If the couplingβ increases, densityρa(ε) deviates from the bell-shaped curve
ρa0(ε) and maximumεmax of ρa(ε) deviates from the maximumε = ε0 of ρa0(ε).
Depending on the couplingβ and on the position of the eigenvalueE, approximation
ρa0(ε) may fail and equation (26) may have multiple rootsε = ε0. In this case density
ρa(ε) usually has multiple maxima in the interval[λa, λb].

5. Time evolution of a local state

Relation (3a) is time-independent. The above method can be easily generalized to
the time-dependent eigenvalue equation

ih̄
∂

∂t

∣∣�(t)〉 = H
∣∣�(t)〉. (33)

Each solution of this equation can be expressed as a linear combination:∣∣�(t)〉 =∑
I

cI |�I 〉exp

(
− iεI t

h̄

)
+
∫ λb

λa

c(ε)
∣∣�(ε)〉exp

(
− iεt

h̄

)
dε, (34)
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where|�I 〉 and|�(ε)〉 are eigenstates of the time-independent eigenvalue equation (3a),
while cI andc(ε) are unknown coefficients and unknown function to be determined from
the initial conditions.

One usually considers time evolution of a system that is at timet = 0 prepared in
the local state|�〉 ∈ Xa1. If the system is at timet = 0 prepared in this state, at some
latter timet it will evolve in the state|�(t)〉 /∈ Xa1.

From (25) and (34) one obtains∣∣�(t)〉 =∑
I

√
waI |�I 〉exp

(
− iεI t

h̄

)
+
∫ λb

λa

√
ρa(ε)

∣∣�(ε)〉 exp

(
− iεt

h̄

)
dε. (35)

One is usually interested in the probabilitywa(t) = |〈�|�(t)〉|2 to find the
state |�(t)〉 at time t in the original state|�〉. This probability describes decay of
the systemSa1 to the systemSb∞. One is also interested in the probability density
ρ(k, t) = |〈�(k)|�(t)〉|2 to find the state|�(t)〉 at time t in the state|�(k)〉 ∈ Xb∞.
This density describes probability of a transition of a state|�(t)〉 at time t in a state
|�(k)〉 ∈ Xb∞.

Consider, first, probabilitywa(t). According to (23) and (35) one has

wa(t) = ∣∣〈�∣∣�(t)〉∣∣2, (36a)

where the amplitude〈�|�(t)〉 is〈
�
∣∣�(t)〉 = ∫ ρa(ε)exp

(
− iεt

h̄

)
dε +

∑
I

waI exp

(
− iεI t

h̄

)
. (36b)

The quantity

ρ̃a(t) =
∫
ρa(ε)exp

(
− iεt

h̄

)
dε (36c)

is a Fourier transform of the probability densityρa(ε). Note thatρ̃a(0) = waC is total
probability to find the state|�〉 with an eigenvalue in the band[λa, λb].

Let us now investigate general properties of the probabilitywa(t).
At time t = 0 one has|�(0)〉 ≡ |�〉, and hencewa(0) = 1. As required, this fol-

lows from (36b), since fort = 0 this relation reduces to the completeness relation (24).
Consider now probabilitywa(t) in the limit t →∞. According to the general properties
of a Fourier transform limt→∞ ρ̃a(t) = 0. Hence

lim
t→∞

〈
�
∣∣�(t)〉 =∑

I

waI exp

(
− iεI t

h̄

)
. (37)

There are various possibilities depending on the couplingβ and depending on the
existence or nonexistence of isolated eigenstate(s).

If there are no isolated eigenstates or if the corresponding probabilitieswaI are
negligible, one has limt→∞〈�|�(t)〉 ≈ 0. In this case in a limitt →∞ the state|�(t)〉
contains no component of the local state|�〉. Therefore after long enough time the state
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|�(t)〉 is entirely represented as a linear combination of states|�(k)〉 that belong to the
systemSb∞. In other words, time evaluation of a state|�(t)〉 describes a complete decay
of a systemSa1 to the systemSb∞. This decay is due to the interaction between those two
systems and due to the fact that systemSb∞ is infinite. One usually haswaI ≈ 0 if the
coupling is weak and if in addition local eigenvalueE is inside the band[λa, λb].

Another possibility is that the combined system contains one isolated eigenstate
|�I 〉 with a nonvasnishing probabilitywaI = 0. In this case qualitative behavior of the
eigenstate|�(t)〉 is different, and one has limt→∞〈�|�(t)〉 = waI exp(−iεI t/h̄). Hence
wa(∞) = (waI )2. Therefore, after long enough time the state|�(t)〉 will be found in the
local state|�〉 with a finite probability(waI )

2. Depending on the probabilitywaI , decay
of a systemSa1 to a systemSb∞ will be partial or negligible. For example, ifwaI ≈ 1 one
hasρa(ε) ≈ 0 and hencewa(t) ≈ 1. There is no decay, and the state|�(t)〉 ≈ |�〉 is
essentially an isolated eigenstate of the combined system that is only slightly perturbed
by the interaction ofSa1 with Sb∞. However, ifwaI < 1 the systemSa1 will decay to a
systemSb∞, but only partially.

Finally, one may have significant values for both probabilitieswaL andwaR. For this
to happen couplingβ should be sufficiently strong. In this case (37) implies

lim
t→∞w

a(t) = (waL)2+ (waR)2+ 2waLw
a
R cos

(
(εR − εL)t

h̄

)
.

Accordingly, after long enough time systemSa1 will only partially decay, and in
the limit t → ∞ there will be an oscillatory probability to find the state|�(t)〉 in the
local state|�〉. In particular, ifwaL = waR this probability will oscillate between zero and
maximum value 4(waL)

2. Unless the eigenvalue band[λa, λb] is very narrow and since
|εR − εL| > λb − λa, this oscillation will be extremely fast. It is usually quite difficult
to detect such a fast oscillation experimentally. Hence experimentally one should detect
a time-average, i.e., the valuewa(∞) = (waL)2+ (waR)2.

In addition to the probabilitywa(t), another quantity of interest is the probability
densityρ(k, t) = |〈�(k)|�(t)〉|2. By definition, productρ(k, t)dk is a probability to
find the state|�(t)〉 at timet in the state|�(k)〉 and in the interval dk. One can express
densityρ(k, t) as

ρ(k, t) = ∣∣u(k, t)∣∣2, (38a)

where

u(k, t) = 〈�(k)∣∣�(t)〉eiλ(k)t/h̄. (38b)

In the appendix we show that the amplitudeu(k, t) satisfies

du(k, t)

dt
= −iβ

〈�(k)|V|�〉
h̄

[∫ λb

λa

ρa(ε)e−i(ε−λ(k))t/h̄dε+
∑
I

waIe
−i(εI−λ(k))t/h̄

]
. (38c)

According to (38b) initial condition isu(k,0) = 0. One can now integrate (38c)
to obtain densityρ(k, t). However, it is more convenient to express above probability
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density as a function of the eigenvalueλ instead of as a function of a parameterk. This
can be done by a simple transformation of above expressions.

Letρb(λ, t)dλ be probability to find the state|�(t)〉 at timet in a state|�(k)〉with
the eigenvalueλ = λ(k) and in the eigenvalue interval dλ. Probability densitiesρ(k, t)
andρb(λ, t) satisfyρ(k, t)dk = ρb(λ, t)dλ. Hence

ρb(λ, t) = ∣∣ub(λ, t)∣∣2, (39a)

where the amplitudeub(λ, t) satisfies

dub(λ, t)

dt
= −iβ

√
f (λ)

h̄

[∫ λb

λa

ρa(ε)e−i(ε−λ)t/h̄ dε +
∑
I

waIe
−i(εI−λ)t/h̄

]
(39b)

and whereub(λ,0) = 0.
Relation (39b) can be integrated to obtain

ub(λ, t) = β√f (λ)[ ∫ λb

λa

ρa(ε)[e−i(ε−λ)t/h̄ − 1]
ε − λ dε +

∑
I

waI
[e−i(εI−λ)t/h̄ − 1]

εI − λ
]
. (40a)

It is easy to solve (40a) by performing the required integration in this expression.
Note in this respect that the subintegral function in (40a) has no singularity in the point
ε = λ, since the apparent singularity in this point is removable.

One can also expand the subintegral function in (40a) in the power series int∫ λb

λa

ρa(ε)[e−i(ε−λ)t/h̄− 1]
ε − λ dε =

∞∑
n=1

(−i)n

n!
(
t

h̄

)n
In−1(λ), (41a)

where

In(λ) =
∫ λb

λa

ρa(ε)(ε − λ)n dε, n = 0,1,2, . . . . (41b)

For very small times one can approximate exp(−i(ε − λ)t/h̄) ≈ 1− i(ε − λ)t/h̄.
With this approximation and using completeness relation (24) one finds

ub(λ, t)≈−i
t

h̄
β
√
f (λ), (42a)

ρb(λ, t)≈ t
2

h̄2β
2f (λ), t <

h̄

λb − λa . (42b)

The solution to (39b) can be expressed in yet another form

ub(λ, t) = β√f (λ)[− i
∫ t

0
ρ̃a(t)eiλt/h̄ dt +

∑
I

waI
[e−i(εI−λ)t/h̄ − 1]

εI − λ
]
, (40b)
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where ρ̃a(t) is a Fourier transform (36c) of a density distributionρa(ε). Using (36)
amplitudeub(λ, t) can be also expressed in terms of the amplitude〈�|�(t)〉

ub(λ, t) = −iβ
√
f (λ)

∫ t

0
〈�∣∣�(t)〉eiλt/h̄ dt. (40c)

This expression provides an interesting connection between the amplitude〈�|�(t)〉
that determines probabilitywa(t) and the amplitudeub(λ, t) that determines probabil-
ity density ρb(λ, t). Note that, unlike expressions (40a) and (40b), expression (40c)
contains no reference to the isolated eigenvaluesεI and corresponding probabilitieswaI .

As required, for t = 0 all above expressions giveub(λ,0) = 0 and hence
ρb(λ,0) = 0. As t increases, one obtains nonvanishing probability densityρb(λ, t)

to find the state|�(t)〉 in the state|�(k)〉 that has eigenvalueλ = λ(k). If there are no
isolated eigenstates (waI = 0) there is a well-defined limitρb(λ,∞) = lim t→∞ ρb(λ, t)
to find local state|�〉 after long enough time in the state|�(k)〉. Otherwise for big times
probability densityρb(λ, t) exhibits an oscillatory behavior. Probability to find the state
|�(t)〉 at time t in the systemSb∞, that is to find it in any of the states|�(k)〉 ∈ Xb∞,
equals

wb(t) =
∫ λb

λa

ρb(λ, t)dλ. (43a)

Relations of completeness require

wa(t)+ wb(t) = 1. (43b)

This relation should be satisfied for each timet .

5.1. Decay of a local state in the weak coupling limit

In the weak coupling limit above probabilities and probability densities simplify. If
relation (26) has a rootε0 ∈ [λa, λb] and ifβ is relatively small, one hasρa(ε) ≈ ρa0(ε).
If, in addition, |ε0− λa| > 'ε0 and|ε0− λb| > 'ε0 (resonance approximation) one has∑
I w

a
I ≈ 0. Amplitude (36b) can hence be approximated as

〈
�
∣∣�(t)〉 ≈ ∫ λb

λa

ρa0(ε)exp

(
− iεt

h̄

)
dε ≈

∫ ∞
−∞
ρa0(ε)exp

(
− iεt

h̄

)
dε.

This integral has an exact solution〈
�
∣∣�(t)〉 ≈ e−iε0t/h̄e−πβ

2f (ε0)t/h̄. (44a)

Hence

wa(t) ≈ wa0(t) = e−2πβ2f (ε0)t/h̄. (44b)
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This expression describes exponential decay of the state|�〉. The mean life't of
this state is

't = h̄

2πβ2f (ε0)
. (44c)

This is consistent with the width'ε0 = 2πβ2f (ε0) of the shifted eigenvalueε0:

'ε0't = h̄.
In the same approximation amplitudeub(λ, t) is found to be (see appendix)

ub(λ, t) ≈ ub0(λ, t) = iβ
√
f (λ)

e−πβ2f (ε0)t/h̄e−i(ε0−λ)t/h̄ − 1

πβ2f (ε0)+ i(ε0− λ) . (45)

Probability densityρb(λ, t) is hence

ρb(λ, t)≈ ρb0(λ, t)
= β2f (λ)

π2β4f 2(ε0)+ (ε0− λ)2
×
[
e−2πβ2f (ε0)t/h̄ − 2e−πβ

2f (ε0)t/h̄ cos

(
(ε0− λ)t

h̄

)
+ 1

]
. (46a)

In particular, if t = 0 one obtains as requiredρb0(λ,0) = 0, while in a limit
t →∞ one has

ρb0(λ,∞) = β2f (λ)

π2β4f 2(ε0)+ (ε0− λ)2 =
f (λ)

f (ε0)
ρa0(λ) ≈ ρa0(λ). (46b)

More precisely, (46a) reduces to (46b) if 2πβ2f (ε0)t/h̄� 1. This condition reads

t � h̄

2πβ2f (ε0)
= 't.

Thus approximation (46b) applies to such timest that are bigger than the mean life
't of the state|�〉. According to this expression, in a resonance approximation and in
a limit t → ∞ transition probabilityρb(λ,∞) approximately equals resonance curve
ρa0(λ). Sinceρa0(λ) has maximum at the pointε0, transition probabilityρb(λ,∞) has
maximum at the pointλmax≈ ε0.

If one integrates probability densityρb0(λ, t) over allλ ∈ [λa, λb] one obtains (see
appendix)

wb(t) ≈
∫ λb

λa

ρb0(λ, t)dk = 1− e−2πβ2f (ε0)t/h̄. (47)

Relations (44b) and (47) are in accord with the completeness requirement (43).
If E /∈ [λa, λb] is not too close to the band edges and ifβ is small, one has∫

ρa(ε)dε ≈ 0. In this case|�(t)〉 ≈ |�〉 and there is no decay. Hencewa(t) ≈ 1
andρb(λ, t) ≈ 0.
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6. Generalized eigenvalue equation

In some cases one has to consider more general problems where instead of the
eigenvalue equation (2a) one has generalized eigenvalue equation

B
∣∣�(k)〉 = λ(k)Sb∣∣�(k)〉, k ∈ [ka, kb], (2a′)

whereB andSb are Hermitian operators whileSb is, in addition, positive definite. Eigen-
states|�(k) can be now orthonormalized according to〈

�(k)
∣∣Sb∣∣�(k′)〉 = δ(k − k′). (2b′)

In addition, instead of the eigenvalue equation (3a) one has a more general eigen-
value equation

H|�〉 = εS|�〉, (3a′)

where

H = A+ B+ βV, S = |�〉〈�| + Sb + βP (3b′)

and whereS is a positive definite Hermitian operator.
It is easy to modify all obtained results in order to find corresponding relations

for the above generalized problem. In particular, and as suggested by the relations (7)
and (8), operatorV should be everywhere replaced withV− εP. For example, functions
f (λ) andω(ε) generalize to

f (λ)= 〈�|V− εP|�(k)〉〈�(k)|V− εP|�〉
dλ(k)/dk

∣∣∣∣
λ=λ(k)

, λ ∈ [λa, λb],

ω(ε)=P
∫ kb

ka

〈�|V− εP|�(k)〉〈�(k)|V− εP|�〉
ε − λ(k) dk, ε ∈ (−∞,∞).

One can again expressω(ε) in terms off (λ) according to (10c) and (19c), and
relations (10a) and (19a) that refer to the eigenvalues of the combined system are still
valid. In the case of isolated eigenstates relations (16) are modified to

|�I 〉 = 1

Q
1/2
I

[
|�〉 + β

∫ kb

ka

〈�(k)|V− εIP|�〉
εI − λ(k)

∣∣�(k)〉dk], εI /∈ [λa, λb],

where

QI = 1+ β2
∫ kb

ka

〈�|V− λ(k)P|�(k)〉〈�(k)|V− λ(k)P|�〉
(εI − λ(k))2 dk

− β2
∫ kb

ka

〈�|P∣∣�(k)〉〈�(k)∣∣P|�〉dk.
In a similar way can be modified all other expressions.
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7. Example: interaction of a single state with one-dimensional solid in the
nearest-neighbor tight-binding approximation

In order to illustrate suggested method, consider the following simple model. As
a systemSb∞ take one-dimensional solid in the nearest-neighbor tight-binding approxi-
mation [2,7]. With each site of this solid is associated a single state|j〉 (j = 1,2, . . .).
In this approximation one assumes matrix elements〈i|H|i〉 between states on the same
atomic site to equalα, and matrix elements〈i|H|j〉 between states on the adjacent atomic
sites to equalγ . All remaining matrix elements are zero. This model is widely used in
chemistry where it is known as a Hückel approximation [7]. Without loss of generality
one can assumeα = 0 andγ = 1. The only effect of this assumption is the redefinition
of zero eigenvalue and of eigenvalue rescaling. Eigenvaluesλi and eigenstates|�i〉 of
such one-dimensional solid containingn atoms are [7]:

λi = 2 cos

(
π

n+ 1
i

)
, |�i〉 =

√
2

n+ 1

n∑
j=1

sin

(
π

n+ 1
ij

)
|j〉, i = 1, . . . , n.

(48)
We refer to such a solid as a Hückel chain. SystemSb∞ is an infinite Hückel chain,

which is obtained in the limitn → ∞. In this limit eigenvaluesλi are replaced with a
continuous functionλ(k) = 2 cos(k) of a parameterk (0< k < π), and discrete eigen-
states|�i〉 are replaced with continuous eigenstates|�(k)〉:

λ(k) = 2 cos(k), |�(k)〉 =
√

2

π

∞∑
j=1

sin(jk)|j〉, 0< k < π. (49)

Relations (49) give all necessary information for the systemSb∞. This system con-
tains a single continuous eigenvalue bandλ(k) in the interval[λa, λb] ≡ [−2,2]. The
systemSa1 contains a single state|�〉 with the eigenvalueE. An arbitrary interaction
betweenSa1 andSb∞ can be written in the formβV (β � 0) where matrix element
of the Hermitian operatorV between the state|�〉 and j th state of the Hückel chain
is 〈�|V|j〉 = βj , and where this operator is normalized according to〈�|V2|�〉 = 1.
This normalization is equivalent to the condition

∑
j β

2
j = 1. Hence and from (49) one

obtains

〈�|V∣∣�(k)〉=√ 2

π

∞∑
j=1

βj sin(kj), (50a)

∑
j

β2
j = 1. (50b)

Relations (50) describe an arbitrary interaction of the local state|�〉 with the infi-
nite Hückel chain. In this general form the state|�〉 is allowed to interact with each state
|j〉 of the Hückel chain. Usually this interaction is confined to few initial states close
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Figure 3. Interaction of a local state|�〉 (systemSa1) with the infinite one-dimensional solid (Hückel

chain) in the nearest-neighbor tight-binding approximation (systemSb∞). State|�〉 has eigenvalueE and it
interacts with a first atom of the one-dimensional solid. Coupling parameter isβ.

to the surface of a solid. For the sake of simplicity we will assume that local state|�〉
interacts only with the first state|1〉. In this case (50) reduces to

〈�|V∣∣�(k)〉 = √ 2

π
sin(k), (51)

where〈�|V|1〉 = β1 = 1. This situation is shown in figure 3.
Functionλ(k) as defined in (49) is nonincreasing in the interval[λa, λb], while we

have assumed in the theoretical considerations thatλ(k) is nondecreasing. This can be
easily corrected by a formal replacement of a parameterk with a parameterk′ = π − k.
However, we prefer not to change the expression (49) for this function. Instead, in the
definition (11) of the functionf (ε) one should take the absolute value of the derivative
dλ/dk in order to ensure the nonnegativity off (ε).

Relations (11), (49) and (51) imply

f (λ) = sin(k)

π

∣∣∣∣
λ=2 cos(k)

= 1

π

√
1− λ

2

4
, λ ∈ [−2,2]. (52)

Hence and from (10c) and (19c)

ω(ε) = 1

π
P

∫ 2

−2

√
1− λ2/4

ε − λ dλ, ε ∈ (−∞,∞). (53)

One can integrate this expression to obtain

ω(ε) = 1

2


(
ε +√ε2− 4

)
, if ε < −2,

ε, if ε ∈ [−2,2],(
ε −√ε2− 4

)
, if ε > 2.

(54)

We have now all necessary information for the description of the combined system
S∞ ≡ Sa1 ⊕ Sb∞.

In the following discussion we will make frequent reference to the “weak” and
“strong” coupling between subsystemsSa1 andSb∞ of a systemS∞. Since the interaction
between adjacent sites of the Hückel chain is normalized toγ = 1, couplingβ is weak
if β � 1 and it is strong ifβ � 1 or if β ≈ 1. Only if β � 1 one can consider
the state|�〉 ∈ Xa1 to be loosely bound to the Hückel chain. If, however,β ≈ 1 or
β > 1 interaction between two adjacent sites of the Hückel chain is smaller or at best
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approximately equal to the interaction of the local state|�〉 and this chain. This is strong
coupling.

7.1. Isolated eigenstates

Let us first consider isolated eigenstates of the combined systemS∞. Function
ω(ε) given by the relation (54) is continuous on the entire real axis. In particular, in
the pointsλa = −2 andλb = 2 this function is finite:ωa ≡ ω(λa) = −1 andωb ≡
ω(λb) = 1. There are hence finite critical points that determine existence and nonexis-
tence of the isolated eigenstates. According to (13) one has

EL = −2+ β2, ER = 2− β2, (55a)

βL = (2+ E)1/2 if E > −2, βR = (2− E)1/2 if E < 2. (55b)

Considered as a function ofE, necessary and sufficient condition for the existence
of the left-isolated eigenstate isE < EL, while necessary and sufficient condition for
the existence of the right-isolated eigenstate isE > ER. In particular, ifβ <

√
2 then

EL < ER . In this case and ifE ∈ [EL,ER] no isolated eigenstate exists. However, if
the coupling is as strong asβ >

√
2 thenEL > ER. In this case for eachE at least one

isolated eigenstate exists. In addition, ifE ∈ [ER,EL] both isolated eigenstates exist.
Considered as a function ofβ, if E > 2 right-isolated eigenstate exists for each value
of β. If, however,E < 2, necessary and sufficient condition for the existence of this
eigenstate isβ > βR. Similar conclusion applies to the left-isolated eigenstate.

Inserting (54) into basic relation (10a), right- (εR > 2) and left-(εL < −2) isolated
eigenvalues are found to satisfy

β2

2

(
εR −

√
ε2
R − 4

)
+ E − εR = 0, εR > 2, (56a)

β2

2

(
εL +

√
ε2
L − 4

)
+ E − εL = 0, εL < −2. (56b)

Those equations have a solution

εR = E(β
2− 2)+ β2

√
E2+ 4(β2 − 1)

2(β2 − 1)
, if E > 2− β2, (57a)

εL = E(β
2− 2)− β2

√
E2+ 4(β2 − 1)

2(β2 − 1)
, if E < β2− 2. (57b)

Isolated eigenvaluesεR andεL are eigenvalues of the infinite systemS∞. One can
compare those eigenvalues with corresponding eigenvalues of a finite systemSn+1. Iso-
lated eigenvalues ofSn+1 can be defined in the following way: All eigenvalues of a finite
noninteracting Hückel chain satisfy−2< λi < 2. Interlacing rule implies that, once the
interactionβ = 0 is included, perturbed eigenvaluesεr also satisfy−2< εr < 2, except
possibly the smallest eigenvalueεmin(n) ≡ ε1 and the largest eigenvalueεmax(n) ≡ εn+1

(see figure 2). Since in the limitn→∞ eigenvalues of an infinite noninteracting Hückel
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chain assume all values in the interval[−2,2], one should identifyεmax(n) with right-
isolated eigenvalueεR(n) if and only if εmax(n) > 2. Otherwise right-isolated eigenstate
does not exist. Similarly one should identifyεmin(n) with left-isolated eigenvalueεL(n)
if and only if εmin(n) < −2. Otherwise left-isolated eigenstate does not exists. Ac-
cordingly,ER(n) is a right-critical point ofSn+1 if E � ER(n) implies εmax(n) � 2,
and if, in addition,E > ER(n) implies εmax(n) > 2. Thus ifE = ER(n) one should
haveεmax(n) = 2. Similarly is defined left-critical pointEL(n). SinceSn+1 is a finite-
dimensional system, this system can be solved by a standard diagonalization method. In
this way one can find isolated eigenvaluesεL(n) andεR(n). Those eigenvalues can be
compared with eigenvaluesεL andεR given by expressions (57). If those expressions are
correct, asn increasesεL(n) should converge toεL while εR(n) should converge toεR.

The comparison ofεR andεR(n) is shown in figure 4. In figure 4(a) are compared
right-isolated eigenvaluesεR of an infinite systemS∞ (solid lines) with right-isolated
eigenvaluesεR(10) of the corresponding finite systemS10+1 that contains Hückel chain
with n = 10 atoms (dashed lines). QuantitiesεR andεR(n) are plotted as functions of
the local eigenvalueE for four selected values of the couplingβ. If the eigenvalueεR
does not exist (E � ER) we setεR = 0, and similarly if the eigenvalueεR(10) does
not exist (E � ER(10) i.e., εmax(10) � 2) we setεR(10) = 0. If there is no interaction
(β = 0) right-isolated eigenvalue equals local eigenvalue(εR = E), and critical point
of S∞ is ER = 2. As the interactionβ increases, eigenvalueεR also increases, and the
onset of a critical pointER = 2− β2 moves to the lower values of the eigenvalueE.
Note thatER(n) � ER and ifE � ER neitherεR nor εR(n) exists. Hence one should
compareεR andεR(n) only for those values ofE that satisfyE > ER.

The curvesεR andεR(10) in figure 4(a) are very close to each other and they dif-
fer to any significan amount only in the vicinity of the critical point. In particular, in
the interval between critical pointsER andER(10), right-isolated eigenvalueεR exists,
while right-isolated eigenvalueεR(10) does not exists. With the increase ofn eigenval-
uesεR(n) converge to the eigenvalueεR. This convergence is shown in figure 4(b). In
this figure differences'εR(n) = εR(n) − εR for the curveβ = 0.8 from figure 4(a)
are given. In order to emphasize the convergence ofεR(n) to εR, vertical scale in fig-
ure 4(b) is amplified by the factor 105 relative to the vertical scale in figure 4(a). As
n increases, eigenvaluesεR(n) converge very fast to the eigenvalueεR. The only sig-
nificant discrepancy is in a region close to the critical pointER = 2− β2 = 1.36 and
on the right-hand side of this point. However, this region also decreases with the in-
crease ofn. Thus one finds'εR(20) < 10−15 if (E − ER) > 1,'εR(80) < 10−15

if (E − ER) > 0.2 and'εR(320) < 10−15 if (E − ER) > 0.03. The dimension
of the region whereεR differs from εR(n) by more than 10−15 uniformly decreases
with the increase ofn. One can also consider the convergence of the critical points
ER(n) to the limit critical pointER. One finds:ER(10) = 1.4181818, . . . , ER(80) =
1.3679022, ER(160) = 1.3639752, ER(320) = 1.3619937. Those numbers converge
to ER = 1.36. Moreover, a linear extrapolation of last two values against 1/n pro-
duces estimateER(∞) = 1.3600123. This agrees up to five significant figures withER .
Quadratic extrapolation of last three values givesER(∞) = 1.3600000. This agrees
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Figure 4. Isolated eigenvaluesεR of an infinite systemS∞ and eigenvaluesεR(n) of the corresponding
finite systemsSn+1 given as functions of the local eigenvalueE. (a) EigenvaluesεR (solid lines) and
corresponding eigenvaluesεR(10) (dashed lines) for few selected values ofβ. (b) Differencies'εR(n) =
εR − εR(n) for few selected values ofn. Coupling isβ = 0.8 from figure (a). PointER = 2− β2 = 1.36

is a critical point for a systemS∞.
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with ER up to eight significant figures. Those extrapolations demonstrate convergence
limn→∞ER(n) = ER .

Once the eigenvalueεI is known, one can find the corresponding isolated eigenstate
|�I 〉. According to (16) one has

|�I 〉 = 1√
QI

[
|�〉 + β

√
2

π

∫ π

0

sin(k)

εI − 2 cos(k)

∣∣�(k)〉dk], (58a)

where

QI = 1− β2 dω(εI )

dεI
= 1+ β2

2
√
ε2
I − 4

εI +
√
ε2
I − 4, if εI = εL < −2,

εI −
√
ε2
I − 4, if εI = εR > 2

(58b)

and whereεI is given by (57).
In particular, the probabilitywaR = |〈�|�R〉|2 to find the right-isolated eigenstate

|�R〉 in a local state|�〉 and the probability densityρbR(k) = |〈�(k)|�R〉|2 to find this
eigenstate in the state|�(k)〉 are

waR =
1

1+ (β2/2)((εR −
√
ε2
R − 4)/

√
ε2
R − 4)

, εR > 2, (59a)

ρbR(k)=
2β2

π [εR − 2 cos(k)]2

× sin2(k)

1+ (β2/2)((εR −
√
ε2
R − 4)/

√
ε2
R − 4)

, k ∈ [−2,2]. (59b)

Similar expressions are obtained for the probabilitywaL = |〈�|�L〉|2 and probabil-
ity densityρbL(k) = |〈�(k)|�L〉|2.

One can compare above quantities with results for a finite systemSn+1. In par-
ticular, one can compare probabilitieswaR with corresponding probabilitieswamax(n) for
the systemsSn+1. Note thatwamax(n) = |〈�|�n+1〉|2 is a probability to find eigenstate
|�max〉 ≡ |�n+1〉 with the maximum eigenvalueεmax≡ εn+1 in the local state|�〉. This
probability equals probabilitywaR(n) wheneverεmax > λb = 2. However, ifεmax � 2
probabilitywaR(n) drops to zero, while probabilitywamax(n) is still different from zero.
For the purpose of comparison with probabilitieswaR, it is more instructive to use prob-
abilitieswamax(n) instead of probabilitieswaR(n), since those former probabilities differ
from waR to any significant amount in much larger range. In particular, ifE � ER
probabilitieswaR andwaR(n) are both zero, while probabilitywamax(n) differs from zero.

In figure 5 are compared in this way probabilitieswaR (solid lines) with probabilities
wamax(n) (dashed lines). Those probabilities are given as functions of a couplingβ. In
figure 5(a) probabilitieswaR are plotted for few selected values ofE. Those probabilities
are compared with corresponding probabilitieswamax(10) for the finite systemsS10+1

containing Hückel chain with 10 atoms. IfE > 2 right-isolated eigenstate exists for
each value ofβ (curveE = 2.5). If E < 2 there is a critical pointβR =

√
2− E such



T.P. Živković / Interaction of a single state with a known infinite system 131

Figure 5. Probabilitieswa
R

(solid lines) andwamax(n) (dashed lines) as functions of the couplingβ. (a) Prob-
abilitieswaR andwamax(10) as functions ofβ for few selected values of the local eigenvalueE. (b) Conver-
gence of the probabilitieswamax(n) to the probabilitywa

R
asn increases. Probabilitywa

R
is lineE = 1.9

from figure (a) and critical point for the corresponding infinite systemS∞ is βR =
√
λb − E = 0.3162.
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that forβ < βR no isolated eigenstate exists (curveE = 1.9 with a critical pointβR =√
0.1 = 0.3162 and curveE = 1 with a critical pointβR = 1). CaseE = 2 is a border

case when isolated eigenstate exists for eachβ = 0. The convergence of the probabilities
wamax(n) to the probabilitywaR asn increases is illustrated in figure 5(b). ProbabilitywaR
(solid line) is lineE = 1.9 from figure 5(a). Dashed lines are probabilitieswamax(n) for
various values ofn. Since each probabilitywaR(n) equals probabilitywamax(n) truncated
below the critical pointβR(n), and since limn→∞ βR(n) = βR, this also demonstrates
the convergencewaR(n)→ waR with the increase ofn.

7.2. Embedded eigenstates

Consider now embedded eigenstates of the combined systemS∞. Inserting (52)
and (54) into (21) fractional shiftx(ε) is found to be

x(ε) = 1

π
cot−1

(
ε(1− β2/2)− E
β2
√

1− ε2/4

)
, ε ∈ [−2,2]. (60)

According to (23) probability densityρa(ε) = |〈�|�(ε)〉|2 to find local state|�〉
in the perturbed eigenstate|�(ε)〉 is

ρa(ε) = β2
√

1− ε2/4

πβ4(1− ε2/4)+ π(β2ε/2+ E − ε)2 , ε ∈ [−2,2]. (61)

One can compare this probability density with probabilitieswar = |〈�|�r〉|2 that
are obtained in the case of the finite combined systemSn+1. Since in the limitn→ ∞
probabilitieswar are replaced withρa(ε)dε, one should compare densityρa(εr) with dis-
crete probabilitywar normalized per unit interval, i.e., one should compareρa(εr) with
the ratiowar /'εr where'εr = εr − εr−1. Slightly better choice is to use the average
of the intervals'εr+1 and'εr on both sides of the eigenvalueεr instead of the inter-
val 'εr alone. From this comparison isolated eigenstates, if any, should be excluded.
In addition, the smallest and the largest eigenvalue that in a limitn→∞ converge to
some point inside the band[λa, λb] should be separately normalized, since for the pur-
pose of normalization only the intervals'εr that are inside the band[λa, λb] can be
utilized. Hence ifS∞ contains no isolated eigenvalue, extreme eigenvaluesε1 andεn+1

of Sn+1 should be normalized according toWa
1 = wa1/'ε2 andWa

n+1 = wan+1/'εn+1,
respectively. Accordingly, in the absence of isolated eigenstates we make the following
comparison

ρa(εr)↔ Wa
r =



wa1

'ε2
, if r = 1,

war

('εr +'εr+1)/2
, if r = 2, . . . , n,

wan+1

'εn+1
, if r = n+ 1.

(62)
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If the systemS∞ contains left-isolated eigenstate one should in the above expres-
sion replacewa1/'ε2 withwa2/'ε3, while if this system contains right-isolated eigenstate
one should replacewan+1/'εn+1 with wan/'εn.

In figure 6 is compared in this way continuous probability densityρa(ε) (dashed
lines) with normalized discrete probabilitiesWa

r (vertical columns) for the caseE = 0.5
and β = 0.9. In order to emphasize the convergence of probabilitiesWa

r to ρa(ε)
asn increases, densityρa(ε) is compared with probabilitiesWa

r for the systemS5+1

(figure 6(a)) and with probabilitiesWa
r for the systemS100+1 (figure 6(b)). Even in the

case when the systemSn+1 is as small asn = 5, the agreement of probabilitiesWa
r with

the continuous density distributionρa(ε) is quite good. Standard deviation of normalized
probabilitiesWa

r from the corresponding densitiesρa(εr) (r = 1, . . . ,6) is' ≈ 0.029.
In the casen = 100 the agreement between probabilitiesWa

r and corresponding densities
ρa(εr) (r = 1, . . . ,101) substantially improves, and one finds' ≈ 0.00056. If one
excludes pointsWa

1 andWa
101 that are least reliable and that are close to the edge of the

interval [−2,2], standard deviation drops to' ≈ 0.00004. In general, with the increase
of n results for a finite systemSn+1 rapidly converge to the theoretical valueρa(ε). In
figure 6 systemS∞ without isolated eigenstates is considered. However, the agreement
is equally good in those cases whenS∞ contains isolated eigenstates.

If the coupling is weak and if the relation (26) has a rootε0 ∈ [−2,2], one can
approximateρa(ε) with resonant curveρa0(ε). One finds

ε0 = 2E

2− β2
∈ [−2,2] if |E| � ∣∣2− β2

∣∣. (63a)

If β2 < 2 and sinceER = 2− β2 andEL = β2 − 2, above condition is equivalent
to the requirement that there are no isolated eigenstates. Hence in the case of the weak
coupling and if|E| � |2− β2| completeness relation (25) implies

∫
ρa(ε)dε = 1.

According to (28) approximate densityρa0(ε) is

ρa0(ε) =
β2
√

1− ε2
0/4

πβ4(1− ε2
0/4)+ π(ε − ε0)2

, ε ∈ [−2,2]. (64)

This is a universal resonance curve centered atε = ε0 and with a width

'ε0 = 2β2

√
1− ε

2
0

4
. (63b)

If |E| > |2− β2| relation (26) has no root in the interval[λa, λb], and hence
ρa0(ε) = 0. If the coupling is weak, this impliesρa(ε) ≈ 0. Also the condition
|E| > |2− β2| guaranties the existence of at least one isolated eigenstate. However,
if the coupling is strong, the approximation (64) fails, and one should use exact expres-
sion (61).

In conclusion, in the case of weak interaction and provided|E| < |2−β2| the effect
of the interaction is that local eigenvalueE shifts to the eigenvalueε0, and this shifted
eigenvalue broadens to'ε0. There are no isolated eigenstates and hence

∫
ρa(ε)dε = 1.
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Figure 6. Density distributionρa(ε) of a systemS∞ (dashed lines) and normalized probabilitiesWar of
the corresponding systemSn+1 (vertical columns) in the caseE = 0.5 andβ = 0.9. Each vertical column
is situated at the positionsεk of the corresponding perturbed eigenvalue and the height of this column
is normalized probabilityWar . (a) QuantitiesWar refer to a systemS5+1. (b) QuantitiesWar refer to a

systemS100+1.



T.P. Živković / Interaction of a single state with a known infinite system 135

If, however, |E| > |2− β2| there exist at least one isolated eigenstate, and hence∫
ρa(ε)dε < 1. In this case the approximation (64) fails.

We compareρa(ε) with resonant curve approximationρa0(ε) in figure 7. In this
figure caseE = 1.7 for two qualitatively different values of the couplingβ is consid-
ered. In figure 7(a) exact densityρa(ε) (solid line) is compared with approximate density
ρa0(ε) (dashed line) for the couplingβ = 0.3. In this case there is no isolated eigen-
state and hencewaC ≡

∫
ρa(ε)dε = 1. Though interaction is relatively strong, density

ρa0(ε) is quite good approximation of the exact densityρa(ε). Due to the interaction
eigenvalueE = 1.7 shifts to the new positionε0 = 1.7801 and it broadens to the width
'ε0 = 0.082. Note that maximum of the exact densityρa(ε) is εmax = 1.7821, while
approximation (29a) yieldsε0 ≈ 1.7765. In general, the rootε0 of (26) is much better
approximation of the true maximumεmax of ρa(ε) than the approximation (26). In fig-
ure 7(b) coupling is quite strong (β = 1.1). The densityρa(ε) is now very different from
a resonant curve and approximationρa0(ε) fails. In particular, relation (26) has no root
ε0 ∈ [λa, λb]. In addition, one findswaC ≡

∫
ρa(ε)dε = 0.34506< 1. Eigenvalue dis-

tribution of a state|�〉 hence includes contribution of a right-isolated eigenstate|�R〉 in
addition to the densityρa(ε). Using (57a) one finds isolated eigenvalueεR = 2.36642.
Probability to find local state|�〉 in the eigenstate|�R〉 is given by (59a) and one finds
waR = 0.65494. HencewaR + waC = 1 in accord with completeness relation (24). Note
also that in this case approximation (18) fails, and hence it is not possible to obtainεR
within the standard perturbation expansion.

Completeness relation (24) is verified in more details in figure 8. In this figure
probabilitieswaL,w

a
R andwaC =

∫
ρa(ε)dε as well as their sumwaC + waL + waR are

plotted as functions of a couplingβ. This is done for two qualitatively different values
of the local eigenvalueE. In figure 8(a) one hasE = 1.5 ∈ [λa, λb]. There are hence
two critical points, a critical pointβR =

√
2− E = 0.70711 for the right-isolated

eigenstate, and a critical pointβL =
√

2+ E = 1.87083 for the left-isolated eigenstate.
If β < βR there is no right-isolated eigenstate, while ifβ < βL there is no left-isolated
eigenstate. If the coupling is as small asβ ∈ [0, βR] no isolated eigenstate exist. One
haswaC = 1 and the state|�〉 is a linear combination of the embedded eigenstates|�(ε)〉
alone. Ifβ ∈ [βR, βL] only right-isolated eigenstate|�R〉 exists. The state|�〉 is hence
a linear combination of this eigenstate and embedded eigenstates|�(ε)〉. In this case
waC +waR = 1. Finally if β > βL both isolated eigenstates exist and they both contribute
to the local state|�〉. In this casewaC + waR + waL = 1 in accord with completeness
requirement (24). In figure 8(b) one hasE = 2.1 > λb. In this case right-isolated
eigenstate exists for each value ofβ. However, left-isolated eigenstate exist if and only
if β > βL = 2.02485. One again findswaC +waR +waL = 1 in complete agreement with
the relation (24).

In the entire intervalβ ∈ [0,3] shown in figure 8 theoretical probabilitieswaC,w
a
L

andwaR are in perfect agreement with completeness relation (24). This demonstrates
that, unlike standard perturbation expansion, the suggested approach does not suffer
from any convergence problem, and the obtained relations are equally efficient for each
coupling, however strong. The only case when a caution is required is when the system
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Figure 7. Eigenvalue distributions of the local state|�〉 in the caseE = 1.7. (a)β = 0.3. Density distrib-
ution ρa(ε) is relatively well approximated with truncated universal resonance curveρa0(ε). No isolated
eigenstate exist. Typical for such weak coupling is eigenvalue shift and eigenvalue spread. (b)β = 1.1.
Approximationρa0(ε) fails and density distribution is distorted. In addition, eigenvalue distribution of the

state|�〉 contains isolated eigenvalueεR .
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Figure 8. Probabilitieswa
L
,wa
R

andwa
C
= ∫

ρa(ε)dε as functions of a couplingβ for two qualitatively
different values of the local eigenvalueE. (a)E = 1.5. (b)E = 2.1.

contains some anomal pointε = εc [4]. In this case one may havewaC + waR + waL < 1.
Missing probability is due to anomal point contributions. Those contributions can be also
expressed in a closed form, which restores validity of the completeness relation (24) [4].
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7.3. Time evolution of a local state

If the combined systemS∞ is at timet = 0 prepared in a local state|�〉 ∈ Xa1,
at some later timet it will evolve in the state|�(t)〉. Probabilitywa(t) to find the state
|�(t)〉 at timet in the initial state|�(0)〉 ≡ |�〉 is a square of the amplitude〈�|�(t)〉.
This amplitude is given by basic relation (36b). In our caseρa(ε) in this relation is
density (61), isolated eigenvaluesεI are given by (57), while the corresponding prob-
abilitieswaI are given by (59a) for the probabilitywaR and by an analogous expression
for the probabilitywaL. Similarly, probability densityρb(λ, t) for the transition of the
state|�(t)〉 at timet in any particular state|�(k)〉 ∈ Xb∞ is a square of the amplitude
ub(λ, t). This amplitude is given by basic relation (40a) where quantitiesf (λ) andρa(ε)
are expressed by (52) and (61), respectively. In order to verify relations (36b) and (40)
one can compare probabilitywa(t) and probability densityρb(λ, t) obtained by those
relations with corresponding probabilities for a finite combined systemSn+1.

In figure 9 combined systemS∞ with local eigenvalueE = 1.5 and with two
qualitatively different values of the couplingβ is considered. In this figure probabili-
tieswa(t) (solid lines) are compared with corresponding probabilitieswan(t) for selected
finite combined systemsSn+1 (other lines). Those probabilities are given as functions
of time t . Time is expressed in units̄h/γ whereγ is a resonance interaction between
adjacent atoms of a Hückel chain. This is a natural time unit for a model considered.
In the caseβ = 0.6 (figure 9(a)) systemS∞ contains no isolated eigenstate, and hence
after long enough time the state|�(t)〉 makes a complete decay to the systemSb∞, i.e.,
lim t→∞wa(t) = 0. In order to illustrate the convergence ofwan(t) to wa(t) asn in-
creases, probabilitywa(t) is compared with successive probabilitieswa5(t), w

a
10(t) and

wa20(t). For small timest probabilitieswan(t) follow theoretical curvewa(t). However,
each curvewan(t) at some large enough timet ′ separates fromwa(t). As n increases
t ′ also increases. In the caseβ = 1.5 (figure 9(b)) systemS∞ contains right-isolated
eigenstate|�R〉 and the state|�(t)〉 only partially decays to the systemSb∞. This de-
cay exhibits damped oscillations, and for large times probabilitywa(t) converges to
(waR)

2 = 0.36165. This probability is compared with probabilitieswa10(t) andwa20(t).
For small times probabilitieswan(t) again follow theoretical curvewa(t), while at some
large enough timet ′ each curvewan(t) separates fromwa(t). Asn increases this point of
separation again shifts towards higher values oft .

Above property is quite general. Each probabilitywan(t) of a finite systemSn+1

reproduces theoretical probabilitywa(t) of the corresponding infinite systemS∞ up to
some pointt = t ′. If t < t ′ probabilitywan(t) is virtually identical to the theoretical
limit probability wa(t). However, ift > t ′ probabilitywan(t) deviates significantly from
wan(t). As n increases the pointt = t ′ increases approximately linearly withn. In
addition, the agreement betweenwan(t) andwan(t) for small values oft also improves.
Accordingly, probabilitieswan(t) converge to the probabilitywa(t) for an infinite system
S∞, i.e., limn→∞ wan(t) = wa(t).

In figure 10 are compared exact probabilitieswa(t) (solid lines) with approximate
exponential decay probabilitieswa0(t) (equation (44b)) for the caseE = 1.0 and for
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Figure 9. Probabilitieswa(t) (solid lines) and probabilitieswan(t) (other lines) in the caseE = 1.5 and for
two qualitatively different values ofβ (times in units ofh̄/γ ). (a)β = 0.6. There is no isolated eigenstate
and the state|�〉 completely decays in the systemSb∞. Probabilitywa(t) is compared with corresponding
probabilities for finite combined systemsS5+1,S10+1 andS20+1. (b) β = 1.5. Right isolated eigenstate
exists and the decay of the state|�〉 in the systemSb∞ is oscillatory and only partial. Probabilitywa(t) is

compared with corresponding probabilities for finite combined systemsS10+1 andS20+1.

four qualitatively different values of a couplingβ. In figure 10(a) couplingβ = 0.1
is relatively weak and the probabilitywa0(t) is a good approximation ofwa(t). In this
case one has a standard exponential decay of a state|�(t)〉. In figure 10(b) coupling
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β = 0.5 is much stronger andwa0(t) is not such a good approximation ofwa(t). The
same applies to the caseβ = 0.95 (figure 10(c)). Finally, in figure 10(d) coupling
β = 1.5 is very strong, the systemS∞ contains right-isolated eigenstate, and resonant
approximationwa0(t) fails.

Figures 9 and 10 illustrate global decay of a state|�(t)〉. One can analyze this
decay in more details by analyzing probability densitiesρb(λ, t) for the transition of
the state|�(t)〉 at timet in any particular state|�(k)〉 ∈ Xb∞. One can compare those
probability densities with discrete probabilitieswbi (t) = |〈�i |�(t)〉|2 (|�i〉 ∈ Xbn) that
apply to the corresponding finite systemSn+1. In order to emphasize thatλi is ith eigen-
value of the finite Hückel chain containingn atoms (systemSbn), we will denote this
eigenvalue more explicitly asλ(n)i . Sinceρb(λ, t)dλ is a probability to find a state|�(t)〉
at time t in the state|�(k)〉 (λ = λ(k)) and in the eigenvalue interval dλ, one has to
compare densityρb(λ(n)i , t) with discrete probabilitywbi (t) normalized per unit interval
'λi. In analogy to (62), one finds that continuous probability densityρb(λ, t) should be
compared with discrete normalized probabilitiesWb

i (t) according to

ρb
(
λ
(n)
i , t

)↔ Wb
i (t) =



wb1(t)

'λ2
, if i = 1,

wbi (t)

('λi +'λi+1)/2
, if i = 2, . . . , n− 1,

wbn(t)

'λn
, if i = n.

(65)

Note that'λi ≈ 'εi and in the limitn→∞ one has dε = dλ (see appen-
dix). Hence in the case of largen there is no substantial difference between normal-
izations (62) and (65).

In figure 11 are compared in this way probability densitiesρb(λ, t) (dashed lines)
with corresponding normalized probabilitiesWb

i (t) i = 1, . . . , n (vertical columns) for
the caseE = 1.5 andβ = 0.6. Those parameters describe the same combined sys-
temS∞ as in figure 9(a). Densitiesρb(λ, t) are shown as continuous functions of the
unperturbed eigenvalueλ, while each normalized probabilityWb

i (t) is represented as
a column situated at the position of the corresponding eigenvalueλ

(n)
i . This is done for

three selected values of the timet (expressed in units of̄h/γ ). In figures 11(a), (b) one
hast = t1 = 1, in figures 11(c), (d) one hast = t2 = 5, while in figures 11(e) and (f)
one hast = t3 = 20. Those values cover three characteristic moments in the time evo-
lution of a state|�(t)〉. One namely findswa(t1) = 0.75063, wa(t2) = 0.25422 and
wa(t3) = 0.01264 (compare with figure 9(a)). Thus at timet = t1 the decay of the
state|�(t)〉 into the systemSb∞ is on its beginning, at timet = t2 this decay has already
advanced, while at timet = t3 it is almost completed. One finds that probabilitieswa(t)
are in accord with probability densitiesρb(λ, t). In particular, if one integrates probabil-
ity densitiesρb(λ, t) overλ to obtain total probabilitywb(t) for the transition of the state
|�(t)〉 at timet into the systemSb∞, one obtains:wb(t1) =

∫
ρb(λ, t1)dλ = 0.24937,
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Figure 11. Probability densitiesρb(λ, t) (dashed lines) and normalized probabilitiesWbi (t) for the corre-
sponding finite systemsSn+1 (vertical columns) in the caseE = 1.5 andβ = 0.6. Those quantities are
shown as functions of the unperturbed eigenvalueλ for three selected values of timet : t1 = 1, t2 = 5
andt3 = 20 (times in units of̄h/γ ). In (a), (c) and (e) systemS5+1 is considered, while in (b), (d) and (f)

systemS50+1 is considered.
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wb(t2) = 0.74578 andwb(t3) = 0.98736. Hencewa(ti) + wb(ti) = 1 (i = 1,2,3) in
complete agreement with completeness requirement (43).

In order to illustrate convergence of normalized probabilitiesWb
i (t) to ρb(λ, t)

with the increase ofn, probability densitiesρb(λ, t) are compared with normalized prob-
abilitiesWb

i (t) for a finite systemS5+1 (figures 11(a), (c) and (e)) and with normalized
probabilitiesWb

i (t) for a finite systemS50+1 (figures 11(b), (d) and (f)). Thus at time
t = t1 and in the case when the systemSn+1 is as small asn = 5, standard deviation of
five normalized probabilitiesWb

i (t1) from the corresponding densitiesρb(λ(5)i , t1) (i =
1, . . . ,5) is ' ≈ 0.0075 (figure 11(a)). In the casen = 50 the agreement between
probabilitiesWb

i (t1) and corresponding densitiesρb(λ(50)
i , t1) (i = 1, . . . ,50) substan-

tially improves and standard deviation drops to' ≈ 0.0003 (figure 11(b)). One finds
similar improvements in the casest = t2 andt = t3. In general, asn increases normal-
ized probabilitiesWb

i (t) rapidly converge to the theoretical probability densityρb(λ, t)
for an infinite system. One can also compare exact densityρb(λ, t) with approximate
densityρb0(λ, t) (equation (46a)). Though couplingβ = 0.6 is quite strong, density
ρb0(λ, t) is relatively good approximation ofρa(λ, t). We omit the details of this com-
parison here. Note only that in a resonance approximation and in a limitt → ∞ one
hasρb0(λ,∞) ≈ ρa0(λ) (see equation (46b)). In this case maximumλmax of the density
ρb(λ,∞) is approximatelyλmax ≈ ε0. In particular, in the caseE = 1.5 andβ = 0.6
one hasε0 = 1.82927. Thus for large enough times densityρb(λ, t) should have its
maximum approximately at the pointλmax ≈ 1.82927. One finds that densityρb(λ, t3)
taken at relatively large timet = t3 when the transition of the state|�(t)〉 to the sys-
temSb∞ is mainly completed has maximum quite close to this point (see figures 11(e)
and (f)).

Consider now the dependence of probabilitiesWb
i (t) and densitiesρb(λ, t) on

time t . If one compares figures 11(a), (c) and (e) one can see that as timet increases,
the agreement between discrete probabilitiesWb

i (t) and probability densitiesρb(λ(5)i , t)
deteriorates. Thus, in the caset = t1 standard deviation of normalized probabilities
Wb
i (t1) from the corresponding densitiesρb(λ(5)i , t1) is' ≈ 0.0075 (figure 11(a)), in the

caset = t2 this standard deviation increases to' ≈ 0.0934 (figure 11(c)), while in the
caset = t3 it increases to' ≈ 0.7683 (figure 11(e)). In this last case similarity between
densitiesρb(λ(5)i , t3) and probabilitiesWb

i (t3) is completely lost. However, ifn increases
the agreement between probabilitiesWb

i (t3) and densitiesρb(λ(n)i , t) is regained. Thus
in the caset = t3 andn = 50 one finds' ≈ 0.0122 (figure 11(f)), while ifn increases
to n = 100 standard deviation drops to' ≈ 0.0043.

Time dependence of densitiesρb(λ, t) is analyzed in more details in figure 12. In
this figure the caseE = 1.0 andβ = 0.5 is considered. Those are the same parameters
as in figure 10(b). Probability densitiesρb(λ, t) (solid lines) and corresponding nor-
malized probabilitiesWb

i (t) (dashed lines) are plotted as functions oft for few selected
unperturbed eigenvaluesλ(n)i . In figures 12(a) and (c) systemS∞ is compared with finite
systemS10+1, while in figures 12(b) and (d) systemS∞ is compared with finite system
S20+1. In particular, in figure 12(a) probability densityρb(λ(10)

5 , t) (λ
(10)
5 = −0.28463) is

compared with the corresponding normalized probabilityWb
5 (t) for a combined system
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S10+1. Note that in the caseE = 1.0 andβ = 0.5 one hasε0 = 1.14286. Maximumλmax

of the probability densityρb(λ,∞) is henceλmax ≈ 1.14286. Eigenvalueλ(10)
5 is rela-

tively far from this maximum, and the curveρb(λ(10)
5 , t) is oscillatory with an asymptotic

value in a limitt →∞. This oscillatory behavior is in accord with the resonance approx-
imation (46a). Normalized probabilityWb

5 (t) initially follows the curveρb(λ(10)
5 , t), but

for t > t ′ ≈ 10 it starts to deviate from it. In figure 12(b) probability densityρb(λ(20)
10 , t)

(λ
(20)
10 = −0.14946) is compared with the corresponding normalized probabilityWb

10(t)

for a combined systemS20+1. Eigenvalueλ(20)
10 is also relatively far fromλmax. However,

it is relatively close to the eigenvalueλ(10)
5 and hence the corresponding theoretical curve

ρb(λ
(20)
10 , t) is similar to the curveρb(λ(10)

5 , t). Since normalized probabilityWb
10(t) in

figure 12(b) refers to the systemS20+1, the agreement betweenρb(λ(20)
10 , t) andWb

10(t)

is much better. In particular, the curveWb
10(t) deviates significantly fromρb(λ(20)

10 , t)

only for t > t ′ ≈ 20. Similar comparisons are shown in figure 12(c)(λ
(10)
8 = 1.30972)

and in figure 12(d) (λ(20)
14 = 1). In those last two examples eigenvaluesλ(10)

8 andλ(20)
14

are relatively close to the pointλmax ≈ ε0, and the corresponding probability densities
ρb(λ

(10)
8 , t) andρb(λ(20)

14 , t) are not oscillatory. This absence of oscillations close to the
pointε0 is suggested by the resonance approximation (46a). In addition, due to the vicin-
ity of λ(10)

8 andλ(20)
14 toλmax, those densities are much larger that densitiesρb(λ

(10)
5 , t) and

ρb(λ
(20)
10 , t). Again, the increase ofn from n = 10 ton = 20 significantly improves the

agreement between theoretical densities for a systemS∞ and the corresponding normal-
ized probabilities for a finite systemSn+1. Note also that fort > 10 one haswa(t) ≈ 0
(see figure 10(b)) and for such times the decay of a state|�(t)〉 to the systemSb∞ is
mainly completed. This is qualitatively in accord with figure 12 where probabilities
ρb(λ

(n)
i , t) change quite substantially fort < 10, while for t > 10 those probabilities

approach to an asymptotic value.
Above behavior of densitiesρb(λ(n)i , t) and corresponding normalized probabili-

tiesWb
i (t) is analogous to the behavior of the probabilitieswa(t) andwan(t) illustrated

in figure 9. In general, each normalized probabilityWb
i (t) of a finite systemSn+1 re-

produces theoretical probabilityρb(λ(n)i , t) of the corresponding infinite systemS∞ up
to some pointt = t ′. If t < t ′ curveWb

i (t) is virtually identical to the theoretical
curveρb(λ(n)i , t). However, if t > t ′ curveWb

i (t) starts to deviate significantly from
ρb(λ

(n)
i , t). Asn increases the pointt = t ′ increases approximately linearly withn. One

finds that in all cases probabilitiesWb
i (t) converge to the probabilityρb(λ(n)i , t) of an

infinite systemS∞.

7.4. General interaction of the state|�〉 with the one-dimensional solid

In the above model we have considered a state|�〉 that interacts with the first atom
of the infinite one-dimensional solid (Hückel chain). This interaction is described by
relation (51). In a more realistic model the state|�〉 interacts with several atoms of
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a Hückel chain, and in this case instead of the relation (51) one should use relation (50).
Generalization to this case is straightforward. In particular, one finds

f (ε) =
[∑

j

βjaj (ε)

]2

, ω(ε) =
∑
ij

βiβjωij (ε), (66a)

where coefficientsβj satisfy
∑
j β

2
j = 1 and where

aj (ε)= sin(kj)√
π sin(k)

∣∣∣∣
ε=2 cos(k)

, ε ∈ [−2,2],
(66b)

ωij (ε)=P 2

π

∫ π

0

sin(ki) sin(kj)

ε − 2 cos(k)
dk = P

∫ 2

−2

ai(x)aj (x)

ε − x dx, ε ∈ (−∞,∞).

One can obtain all functionsωij (ε) andaj (ε) in a closed form [4]. One thus finds
that each functionωij (ε) is continuous on the entire real axis. Accordingly, if the local
state|�〉 interacts with a finite number of the states|j〉 ∈ Xb∞ of an infinite Hückel chain,
characteristic functionω(ε) is continuous for eachε ∈ (−∞,∞). Critical pointsEL
andER are hence finite, and in the(E, β)-plane there is well defined separation between
the regions where particular isolated eigenstate exist and where it does not exist.

For reference, we report functionsωij (ε) andaj (ε) for the casei, j = 1,2,3. This
is sufficient for the description of an arbitrary interaction of the state|�〉 with first three
atoms of an infinite Hückel chain. After some algebra one finds

a1(ε) = 1√
π

(
1− ε

2

4

)1/4

, a2(ε) = ε√
π

(
1− ε

2

4

)1/4

,

(67)

a3(ε) = ε
2− 1√
π

(
1− ε

2

4

)1/4

, ε ∈ [−2,2].

This implies

ω11(ε) = 1

2


ε +√ε2− 4,

ε,

ε −√ε2− 4,

ω12(ε) = 1

2


ε2− 2+ ε√ε2− 4,

ε2− 2,

ε2− 2− ε√ε2− 4,

ω13(ε) = 1

2


ε3− 3ε + (ε2− 1)

√
ε2− 4,

ε3− 3ε,

ε3− 3ε − (ε2− 1)
√
ε2− 4,

(68)
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ω22(ε) = ε2


ε2− 2+ ε√ε2− 4,

ε2− 2,

ε2− 2− ε√ε2− 4,

ω23(ε) = ε
2


ε3− 3ε + (ε2− 1)

√
ε2− 4,

ε3− 3ε,

ε3− 3ε − (ε2− 1)
√
ε2− 4,

ω33(ε) = 1

2


ε5− 4ε3+ 3ε + (ε2− 1)2

√
ε2− 4,

ε5− 4ε3+ 3ε,

ε5− 4ε3+ 3ε − (ε2− 1)2
√
ε2− 4.

In each of the above relations the top expression refers to the caseε � −2, middle
expression refers to the caseε ∈ [−2,2], while bottom expression refers to the case
ε � 2.

Relations (66a) with explicit expressions (67) and (68) provide all necessary infor-
mation for the complete description of isolated and embedded eigenstates of the corre-
sponding combined systemS∞. In this way one can analyze and describe more complex
interactions of the state|�〉 with the infinite systemSb∞. An example is shown in fig-
ure 13. In this figure few eigenvalue distributions of the state|�〉 that interacts with
the third site|3〉 ∈ Xb∞ of the infinite Hückel chain are shown. In this case one has
β1 = β2 = 0 andβ3 = 1. Hencef (ε) = (a3(ε))

2 andω(ε) = ω33(ε). Eigenvalue dis-
tributions are given for the caseE = 1.5 and for few selected values of the couplingβ.
If the coupling is weak (β = 0.1 andβ = 0.3) no isolated eigenstate exists and one
findswaC =

∫
ρa(ε)dε = 1. With the increase of the coupling (β = 0.5, β = 0.7 and

β = 0.9) in addition to the density distributionρa(ε) one has also the contributionwaR
of the right-isolated eigenstate. As required, one findswaC + waR = 1. Finally, if the
coupling is as strong asβ = 1.1 both isolated eigenstates exist. In this case one has
waC + waR + waL = 1 in complete agreement with completeness relation (24). Note also
that only in the case of relatively weak couplingβ = 0.1 andβ = 0.3 densityρa(ε)
has an approximate shape of the resonance curveρa0(ε). In all other cases this den-
sity has multiple maxima indicating that relation (26) has multiple roots in the interval
[λa, λb]. The breakdown of the resonance approximation implies sever difficulties for
a standard perturbation method. It is highly doubtful that this method could reproduce
densitiesρa(ε) shown in figure 13, even with the inclusion of many expansion terms.
The appearance of isolated eigenstates forβ � 0.5 indicated possible breakdown of the
perturbation expansion and very likely divergence of the perturbation series.

8. Conclusion

Interaction of the one-dimensional quantum systemSa1 with the known infinite-
dimensional quantum systemSb∞ is considered. SystemSa1 contains a single state
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Figure 13. Eigenvalue distributions of a state|�〉 for a combined systemS∞ characterized by parameters
β1 = β2 = 0 andβ3 = 1. The caseE = 1.5 with few selected values for the couplingβ is considered.
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|�〉 with the eigenvalueE, while systemSb∞ contains one-parameter eigenvalue band
λ(k) (λ ∈ [λa, λb]). An exact approach for the treatment of the combined system
S∞ = Sa1 ⊕Sb∞ is developed. It is shown thatS∞ contains embedded eigenstates|�(ε)〉
with continuous eigenvaluesε ∈ [λa, λb], and, in addition, it may contain isolated eigen-
states|�I 〉 with discrete eigenvaluesεI /∈ [λa, λb].

Closed expressions for the embedded and isolated solutions of the combined sys-
tem are derived. In the limit of the weak coupling those expressions reproduce well-
known results for the behavior of the systemSa1 in the weak interaction with a sys-
temSb∞. In particular, due to the interaction with the systemSb∞, eigenvalueE of the
state|�〉 shifts and, in addition, ifE ∈ [λa, λb] this eigenvalue broadens [1]. Those
results are usually obtained within the formalism of the time-independent perturbation
theory in the weak coupling limit. In particular, eigenvalue shift and eigenvalue un-
certainty of the initial eigenvalueE are in most cases obtained using only first term of
the perturbation expansion, since the calculation of higher terms is quite complex and
tedious [1,7]. In the present paper closed expressions for this eigenvalue shift and for
the eigenvalue distribution of the state|�〉 are derived. Those expressions involve no
approximation, and they apply to each coupling of the systemSa1 with the systemSb∞,
however strong.

The above approach is generalized to the time-dependent eigenvalue equation.
Here again it is well known that if a system is initially prepared in a state|�〉 with
E ∈ [λa, λb], and if this state is in the weak interaction with a systemSb∞, than the
state|�(t)〉 (|�(0)〉 ≡ |�〉) will decay in an exponential way to the systemSb∞. This
exponential decay law is usually obtained as a result of a first order time-dependent per-
turbation expansion [1]. Here again closed expressions for the time evolution of the
state|�(t)〉 are derived. In particular, an exact expression for the amplitude〈�|�(t)〉
and hence for the probabilityρa(t) = |〈�|�(t)〉|2 to find the state|�(t)〉 at timet in the
initial state|�(0)〉 ≡ |�〉 is derived. In the limit of weak coupling probabilityρa(t) re-
duces to the well-known exponential decay of the state|�(t)〉. However, if the coupling
is not small, a more complex decay pattern is obtained. In addition, exact expressions for
the amplitudes〈�(k)|�(t)〉 that determine probability of a transition of the state|�(t)〉
at timet in a state|�(k)〉 ∈ Xb∞ are also obtained. In conclusion, the suggested method
provides exact and closed expressions for the solution of the combined systemS∞, both
in the time-independent as well as in the time-dependent version. There is no power se-
ries expansion, no convergence problem, and this method applies to an arbitrary coupling
between the subsystemsSa1 andSb∞ of S∞.

The application of the suggested method is illustrated with a simple model for the
interaction of a single state|�〉 (systemSa1 ) with an infinite one-dimensional solid in the
nearest-neighbor tight-binding approximation (systemSb∞). Though this model is not
very realistic, it is sufficiently complex in order to illustrate applicability of all derived
expressions. In addition, this model provides a good test for the correctness of those
expressions. To this effect we have also considered the interaction of the systemSa1 with
a finite one-dimensional solid that containsn atoms (systemSbn ). Since the combined
systemSn+1 = Sa1 ⊕ Sbn is finite-dimensional, it can be solved by standard diagonalisa-
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tion methods. In this way one can compare all results that apply to an infinite systemS∞
(obtained using expressions derived in this paper) with corresponding results for finite
systemSn+1 (obtained independently in the standard way). Asn increases, the results
for the systemSn+1 should converge to the corresponding results for the systemS∞.
This is shown to be true in all cases considered.

Obtained results are not restricted to the above simple model. Those results and
their generalization [4] apply to all cases where one considers a finite quantum sys-
temSaρ in the interaction with an infinite quantum systemSb∞ where the solution to the
systemSb∞ is either known, or where one can model this solution in an appropriate way.
In particular, this includes a general problem of the interaction of a molecule with a
radiation, of the interaction of a molecule with a surface of a solid, and also of the in-
teraction of a molecule in solution with this solution. In the present paper we make in
this respect two important restrictions: the systemSa1 is assumed to be one-dimensional
and, in addition, the systemSb∞ is assumed to contain a single one-parameter eigenvalue
band. Both restrictions can be relaxed, and one can generalize results presented here to
the case of the interaction of an arbitrary finite dimensional systemSaρ with an arbitrary
infinite dimensional systemSb∞ [4].

Appendix

A.1. Derivation of estimates (14)

If ε > λb thenω(ε) > 0. From the relation (10b) and representation

I = |�〉〈�| +
∫ kb

ka

∣∣�(k)〉〈�(k)∣∣dk
of a unit operatorI in the spaceX∞ one derives

〈�|V2|�〉
ε − λa < ω(ε) <

〈�|V2|�〉
ε − λb , ε > λb.

Hence and from (10a)

β2 〈�|V2|�〉
ε − λa + E − ε < h(ε) < β

2 〈�|V2|�〉
ε − λb + E − ε, ε > λb, (A.1)

whereh(ε) is a monotonically decreasing function ofε and whereh(εR) = 0. Thus
h(ε) > 0 implies thatεR exists and, in addition,εR > ε. If, however,h(ε) < 0
this implies that, providedεR exists (i.e.,εR > λb), it satisfiesεR < ε. Hence, and
from (A.1), one finds that ifεR exists it satisfies

E + λa +
√
(E − λa)2+ 4β2〈�|V2|�〉

2

< εR <
E + λb +

√
(E − λb)2+ 4β2〈�|V2|�〉

2
. (A.2)

Inequality
√

1+ x � 1+ x/2 (x � 0) now implies estimates (14).
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A.2. Embedded eigenvalues and eigenstates

Let λ(k) and〈�|V|�(k)〉 be continuous functions ofk in the interval(ka, kb). Let
furtherλ(k) be nondecreasing function. Partition the interval[ka, kb] into n subintervals
of equal length'k = D/n (D = kb−ka) and letki = ka+(i−1/2)'k (i = 1, . . . , n) be
the midpoint ofith subinterval. Replace functionλ(k) with n valuesλi ≡ λ(ki) in those
midpoints. Similarly, replace function〈�|V|�(k)〉 with n values〈�|V|�i〉 according
to

〈�|V|�i〉 = 〈�|V|�(ki)〉
√
'k. (A.3)

Normalization in (A.3) follows from the requirement that in a limitn → ∞ one
should have

∑
i〈�|V|�i〉〈�i |V|�〉 →

∫ 〈�|V|�(k)〉〈�(k)|V|�〉dk.
Expandλ(k) in the pointk = k0 ∈ [ka, kb]:

λ(k0+ h) = λ(k0)+
(

dλ

dk

)
0

h+O(h2), (A.4)

where(dλ/dk)0 is a derivative ofλ(k) in the pointk = k0 and whereO(h2) is a small
quantity of the orderh2. Insertingk0 = kr andk0+ h = kr+j into (A.4) one obtains

λr+j = λr +
(

dλ

dk

)
r

D
j

n
+O

(
j2

n2

)
. (A.5)

In particular one has

'λr = λr − λr−1 =
(

dλ

dk

)
r

'k +O(n−2), r = 2, . . . , n. (A.6)

In a similar way one finds

〈�|V|�r+j 〉 =


〈�|V|�r〉

(
1+O

(
j

n

))
, if 〈�|V∣∣�(kr)〉 = 0,

O

(
j

n

)
, if 〈�|V∣∣�(kr)〉 = 0.

(A.7)

A.2.1. Calculation of the fractional shift (equations (19) and (21))
Let εr be cardinal. In this caseλr−1 < εr < λr andεr satisfies (7a) where�(εr) is

given by (7b). Consider the caseP = 0 and write�(εr) as a sum of two terms

�(εr) = �(0)(εr)+�(1)(εr),
where

�(0)(εr)=
N(n)∑

j=−N(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
εr − λr+j ,

(A.8)
�(1)(εr)=

∑
j<−N(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
εr − λr+j +

∑
j>N(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
εr − λr+j .
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ChooseN(n) = �n1/3� to be the largest integer smaller thann1/3. Expression
�(0)(εr) contains contributions to�(εr) from approximately 2n1/3 terms that involve
unperturbed eigenvaluesλi that are close toεr . Expression�(1)(εr) contains approxi-
matelyn − 2n1/3 ≈ n remaining terms. Above relations apply to thoseεr that satisfy
n1/3 < r < n− n1/3. As n increases, eigenvaluesεr become more and more dense in
the interval[λa, λb] and in the limitn→∞ discrete eigenvaluesεr are replaced with
continuous eigenvaluesε. In this limit n1/3 is negligible relative ton. We are hence
justified to apply relations (A.8) to eachεr = ε ∈ [λa, λb], except the pointsε = λa and
ε = λb.

We shell now estimate expressions�(0)(εr) and�(1)(εr) in a limit n→∞.
Consider first�(0)(εr). Using (A.5) and (A.7) one obtains

�(0)(εr) = 〈�|V|�r〉〈�r |V|�〉
'λr

I (εr),

where

I (εr) =
N(n)∑

j=−N(n)

1+O(j/n)
x(εr)− j −O(j2/n)

and where

x(εr ) = εr − λr−1

λr − λr−1
.

The quantityx(εr ) is a fractional shift ofεr in the interval[λr−1, λr ]. Sinceεr is
cardinal, one hasλr−1 < εr < λr and hence 0< x(εr ) < 1.

The quantityI (εr) can be written as a sum of three terms:

I (εr) = I0(εr)+ R1(εr)+ R2(εr),

where

I0(εr) =
N(n)∑

j=−N(n)

1

x(εr )− j , R1(εr) =
N(n)∑

j=−N(n)

O(j/n)

x(εr )− j −O(j2/n)
,

R2(εr) =
N(n)∑

j=−N(n)

O(j2/n)

(x(εr )− j)(x(εr)− j −O(j2/n))
.

We shell now show that in a limitn → ∞ only the sumI0(εr) is nonzero, while
sumsR1(εr) andR2(εr) are in this limit negligible.

Using identity [9]

1

x
+
∞∑
j=1

(
1

x − j +
1

x + j
)
= π cot(πx) (A.9)



T.P. Živković / Interaction of a single state with a known infinite system 153

one finds:

lim
n→∞ I0(εr) = π cot

(
πx(εr)

)
.

Consider nowR1(εr). Since|j | < n1/3 there is some large positive numberK such
that|O(j/n)| < K|j |/n � Kn−2/3. Further, for sufficiently bign there is some positive
numberL such that

1

|x(εr)− j −O(j2/n)| < L.

Hence

|R1| < KLn−2/3
N(n)∑

i=−N(n)
1≈ 2KLn−1/3 = O(n−1/3

)
.

One similarly finds|R2| < O(n−2/3). In a limit n→∞ both terms are zero. Hence

lim
n→∞ I (εr) = lim

n→∞ I0(εr) = π cot
(
πx(εr)

)
.

Using (A.3) and (A.6) one now finds

�(0)(εr) ≈ π 〈�|V|�(kr)〉〈�(kr)|V|�〉
(dλ/dk)r

cot
(
πx(εr)

)
. (A.10)

Relation (A.10) is valid as long asn = ∞, and asn increases, it is more and
more exact. In the limitn → ∞ eigenvaluesεr are dense in the interval[ka, kb], and
in this limit one has to replace discrete quantitiesεr , kr and(dλ/dk)r with continuous
quantities. Thus one obtains

�0(εr)→ πf (ε) cot
(
πx(ε)

)
, ε ∈ [λa, λb], (A.11)

where the functionf (ε) is given by (11).
Consider now the expression�(1)(ε). Using (A.3) one finds

�(1)(εr)=
∑

j<−N(n)

〈�V|�(kr+j )〉〈�(kr+j )|V|�〉
εr − λ(kr+j ) 'k

+
∑
j>N(n)

〈�|V|�(kr+j )〉〈�(kr+j )|V|�〉
εr − λ(kr+j ) 'k. (A.8′)

Each sum exclude≈ n1/3 terms close to the pointεr ≈ λ(kr). Successive terms in
those sums are hence slowly varying functions ofkr+j , and those sums can be approxi-
mated with corresponding integrals. Asn increases this approximation improves and in
a limit n→∞ it is exact. According to (A.5) one has

λ(kr−N(n)) ≡ λr−N(n) ≈ εr − δ, λr+N(n) ≈ εr + δ,
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whereδ = (εr − λr) + (dλ/dk)rDn−2/3 ≈ (dλ/dk)rDn−2/3. Since limn→∞ δ = 0 one
has

�(1)(εr)→ ω(ε)= lim
δ→0

[∫ kε−δ

ka

〈�|V|�(k)〉〈�(k)|V|�〉
ε − λ(k) dk

+
∫ kb

kε+δ
〈�|V|�(k)〉〈�(k)|V|�〉

ε − λ(k) dk

]

=P
∫ kb

ka

〈�|V|�(k)〉〈�(k)|V|�〉
ε − λ(k) dk, ε ∈ [λa, λb],

whereλ(kε) = ε and whereP denotes principal Cauchy integral value. Hence, and
from (A.11),

�(εr)→ πf (ε) cot
(
πx(ε)

) + ω(ε). (A.12)

This proves relations (19).

A.2.2. Calculation of the amplitude〈�|�(ε)〉
Eigenstate (8a) can be written as a sum of three terms

|�r〉 = 1√
Qr

[|�〉 + β∣∣�(0)r 〉+ β∣∣�(1)r 〉],
where in the caseP = 0∣∣�(0)r 〉= M(n)∑

j=−M(n)

〈�r+j |V|�〉
εr − λr+j |�r+j 〉,∣∣�(1)r 〉= ∑

j<−M(n)

〈�r+j |V|�〉
εr − λr+j |�r+j 〉 +

∑
j>M(n)

〈�r+j |V|�〉
εr − λr+j |�r+j 〉

and where

Qr = 1+ β2〈�(0)r ∣∣�(0)r 〉+ β2〈�(1)r ∣∣�(1)r 〉.
In the above expressions we chooseM(n) = �n2/3� to be the largest integer smaller

thann2/3.
Function |�(0)r 〉 contains contributions to the perturbed eigenstate|�r〉 from ap-

proximately 2n2/3 unperturbed states|�i〉 ∈ Xbn whose eigenvaluesλr+j are close toεr .
Function |�(1)r 〉 contains contributions from approximatelyn − 2n2/3 ≈ n remaining
states|�r+j 〉 ∈ Xbn.

Let us first estimate quantityQr that determines normalization of the eigenstate
|�r〉. One has

〈
�(0)r

∣∣�(0)r 〉= M(n)∑
j=−M(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
(εr − λr+j )2 , (A.13)



T.P. Živković / Interaction of a single state with a known infinite system 155

〈
�(1)r

∣∣�(1)r 〉= ∑
j<−M(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
(εr − λr+j )2

+
∑
j>M(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
(εr − λr+j )2 . (A.14)

Consider〈�(0)r |�(0)r 〉. All terms in the expression (A.13) are nonnegative and hence
there is no possibility of a subtle cancellation of terms with opposite sign. Using (A.4),
(A.6) and (A.7) one finds

〈
�(0)r

∣∣�(0)r 〉 ≈ 〈�|V|�r〉〈�r |V|�〉('λr)2

M(n)∑
j=−M(n)

1

(x(εr)− j)2 .

As n increases this expression is more and more exact. SinceM(n) ≈ n2/3 one
can in a limitn→∞ extend summation overj ∈ [−M(n),M(n)] to the intervalj ∈
[−∞,∞]. Further, if one takes derivation of (A.9) with respect tox one finds

∞∑
j=−∞

1

(x − j)2 =
π2

sin2(πx)
. (A.15)

Hence and from (A.3) and (A.6) for sufficiently bign one has〈
�(0)r

∣∣�(0)r 〉 = 1

'λr

〈�|V|�(kr)〉〈�(kr)|V|�〉
(dλ/dk)r

π2

sin2(πx(εr ))
. (A.16)

Intervals'λr scale asO(n−1). Hence with the increase ofn and if 〈�|V|�(kr)〉
= 0 and(dλ/dk)r = 0, the quantity〈�(0)r |�(0)r 〉 scales asO(n).

Consider now〈�(1)r |�(1)r 〉. Since|j | � M(n) ≈ n2/3 one has|λr+j − εr | �
n2/3'λr . Hence〈

�(1)r

∣∣�(1)r 〉� 1

n4/3('λr)2

[ ∑
j<−M(n)

〈�|V|�r+j 〉〈�r+j |V|�〉

+
∑
j>M(n)

〈�|V|�r+j 〉〈�r+j |V|�〉
]

<
1

n4/3('λr)2

∑
i

〈�|V|�i〉〈�i |V|�〉 = 〈�|V
2|�〉

n4/3('λr)2
.

Since intervals'λr scale asO(n−1) one has〈�(1)r |�(1)r 〉 < O(n2/3). In conclu-
sion, asn increases quantity〈�(0)r |�(0)r 〉 scales asO(n) while 〈�(1)r |�(1)r 〉 < O(n2/3).
Therefore in a limitn→ ∞ one can neglect〈�(1)r |�(1)r 〉 relative to〈�(0)r |�(0)r 〉. Hence
for a very bign and provided〈�|V|�(kr)〉 = 0 and(dλ/dk)r = 0 one obtains

Qr = β2

'λr

〈�|V|�(kr)〉〈�(kr)|V|�〉
(dλ/dk)r

π2

sin2(πx(εr))
. (A.17)
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Probabilitywar to find the state|�r〉 in the state|�〉 iswar = |〈�|�r〉|2. Hence and
from (8a)war = 1/Qr :

war = 'λr
(dλ/dk)r

β2〈�|V|�(kr)〉〈�(kr)|V|�〉
sin2(πx(εr))

π2
. (A.18)

In the limit n → ∞ eigenstates|�r〉 normalized to unity are replaced with the
eigenstates|�(ε)〉 normalized to aδ-function. Consider now systemS∞. Let ρa(ε) =
|〈�|�(ε)〉|2 be probability density to find a state|�〉 in the eigenstate|�(ε)〉. In the limit
n→∞ discrete probabilitywar is replaced with the probabilityρa(ε)dε to find the state
|�〉 in any of the eigenstates|�(ε)〉 that are contained in the eigenvalue interval dε.
Further, according to (21) fractional shiftx(ε) is continuous function ofε for eachε
wheref (ε) andh(ε) ≡ β2ω(ε) + E − ε are continuous, with the possible exception
of the pointsx = xc that satisfyf (εc) = 0 and at the same timeh(εc) = 0. Hence
and from (20a) one finds'εk ≈ 'λk and in the limitn → ∞ one has dε = dλ. Thus
relation (A.18) implies

ρa(ε) = sin2(πx(ε))

β2π2f (ε)
, (A.19)

wheref (ε) is given by (17b). Hence one derives probability amplitude (22).
There are few assumptions involved in the derivation of expressions (A.12)

and (A.19). The conditions for the validity of those expressions should be clarified.
We assumeλ(k) and〈�|V|�(k)〉 to be continuous functions of a parameterλ. More-
over, in order to use expansion (A.4), derivative dλ/dk should be well defined. Those are
reasonable assumptions. In particular, in the case of solids the quantityρ(λ) = dk/dλ is
a density of levels, and this quantity is continuous function ofλ, except in those points
where dλ/dk = 0 and whereρ(λ) diverges. Even the derivative dρ(λ)/dλ is continuous,
with the possible exception of few isolated points known as van Hove singularities [2].
In those points dρ(λ)/dλ diverges. Thusλ(k) behaves correctly almost everywhere. The
same applies to the function〈�|V|�(k)〉. Another type of problems present those points
where dλ(k)/dk = 0 and/or〈�|V|�(k)〉 = 0. For example, in a point dλ(k)/dk = 0
estimate (A.6) for the small quantity'λr gives only'λr = O(n−2). This presents
some difficulties for the correct estimation of quantities�(0)(εr) and�(1)(εr). However,
all such points are isolated and usually very few in number. In conclusion, derived ex-
pressions should be valid everywhere, except possibly in the case of few isolated points.
More detailed analyze shows that majority of such points can be neglected. One finds
that the key expressions (21) and (23) are valid whenever those expressions are well de-
fined. In particular, those expressions apply also to the casef (ε) = 0 providedh(ε) = 0,
as well as to the caseh(ε) = 0 providedf (ε) = 0. The only points that require some
special treatment and where derived expressions may fail are the pointsεc of anomal
resonance [4]. Each such point satisfies both conditionsf (εc) = 0 and alsoh(εc) = 0.
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A.3. Time-dependent eigenstates

A.3.1. Derivation of the expressions (38)
Consider the interaction of the systemSa1 with the n-dimensional systemSbn in

the caseP = 0 andSb = Ib. Let |�r〉 be eigenstates of the combined systemSn+1

orthonormalized according to (5c). The sum
∑
r |�r〉〈�r | = I is a unit operator in

Xn+1, and hence|�〉 = ∑
r〈�r |�〉|�r〉. Since|�r〉 are eigenstates of the combined

systemSn+1 with the eigenvaluesεr , this implies

|�(t)〉 =
∑
r

〈�r |�〉|�r〉e−iεr t/h̄, (A.20)

where|�(t)〉 is a time-dependent eigenstate ofSn+1 that is at timet = 0 prepared in a
state|�(0)〉 ≡ |�〉. Let the combined systemSn+1 contain no singular eigenstate. In this
case expression (A.20) contains only cardinal eigenstates ofSn+1. Define amplitudes

uj (t) =
〈
�(kj )

∣∣�(t)〉eiλj t/h̄ = 1√
'k

〈
�j
∣∣�(t)〉eiλj t/h̄. (A.21)

Since〈�j |�(0)〉 ≡ 〈�j |�〉 = 0 one hasuj (0) = 0.
Relation (A.20) implies

uj(t) =
∑
r

〈�r |�〉
〈
�(kj )

∣∣�r 〉e−i(εr−λj )t/h̄.

Using (8a) withP = 0 one finds that amplitudesuj (t) satisfy

duj (t)

dt
= −iβ

〈�(kj )|V|�〉
h̄

∑
r

war e
−i(εr−λj )t/h̄, (A.22)

wherewar = |〈�|�r〉|2 is the probability to find the state|�〉 in the (cardinal) eigenstate
|�r〉 of the combined systemSn+1.

In the limit n → ∞ one hasλj → λ(k) and henceuj (t) → u(k, t) where the
functionu(k, t) is given by (38b). Also in this limitwar → ρa(ε)dε except for probabil-
itieswaI for isolated eigenstates which should be treated separately. One thus finds that
in a limit n→∞ expression (A.22) is replaced with (38c).

In order to derive relation (A.22) we did assume that cardinal eigenstates of the
combined system form a complete set, i.e., there are no singular eigenstates. As ex-
plained in the main text, this assumption is justified since with an infinitesimal variation
of the operatorsB andV one can always transform eigenvalue equation (5a) containing
singular solutions into another eigenvalue equation containing no singular solution.

A.3.2. Derivation of the expressions (45) and (47)
In the case of a resonance approximation one hasρa(ε) ≈ ρa0(ε) andwaI ≈ 0.

Hence∫ λb

λa

ρa(ε)e−i(ε−λ)t/h̄ dε ≈
∫ ∞
−∞
ρa0(ε)e−i(ε−λ)t/h̄ dε = e−πβ

2f (ε0)t/h̄e−i(ε0−λ)t/h̄.
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This implies

dub(λ, t)

dt
≈ dub0(λ, t)

dt
= −iβ

√
f (λ)

h̄
e−(πβ

2f (ε0)−i(λ−ε0))t/h̄

which has a solution (45).
Concerning relation (47), consider first the integral

∫
ρb0(λ,∞)dλ:∫ λb

λa

ρb0(λ,∞)dλ =
∫ λb

λa

β2f (λ)dλ

π2β4f 2(ε0)+ (ε0− λ)2 ≈
∫
ρa0(λ)dλ ≈ 1.

In a similar way one finds∫ λb

λa

β2f (λ) cos[(ε0− λ)t/h̄]dλ
π2β4f 2(ε0)+ (ε0− λ)2 ≈

∫ ∞
−∞

β2f (ε0) cos[(ε0− λ)t/h̄]dλ
π2β4f 2(ε0)+ (ε0− λ)2 = e−πβ

2f (ε0)t/h̄.

In combination with (46) and (A.22) this proves (47).
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